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Abstract 

Mobile devices designed for IoT exploit a variety of system optimization techniques to 

maximize performance while reducing power consumption. These technologies apply to 

communication modules, to memory system, and to the central processing unit. Most of the 

technologies are developed and applied at the design stage of the system, but not many 

technologies are applied at the system integration stage. In the system integration stage, the 

major power consuming parts are the communication part and the memory part. Since 

communication has a lot of variables depending on the network environment, there are some 

limited technologies available, but in the case of memory, a large benefit can be obtained 

depending on the technology applied. Mobile or IoT system’s memory structures can be 

classified in many different ways, of which we focus on multi-bank memory. Multi-bank memory 

refers to a method of dividing a large memory into several smaller memories. Using multi-bank 

memory can reduce operating power consumption and support parallel memory accesses, 

resulting in improved performance, which is often used in commercial products. A compiler 

should generate the access instruction and data placement properly. Therefore, the system 

performance is determined by the compiler performance. In this paper, we introduce a compiler 

optimization technique for multi-bank memory to overcome the compiler performance. The 

proposed technique can improve energy consumption by up to 20% in multi-bank memory 

systems. 
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1. Introduction 

With the widespread use of a high-speed networked environment where all electronic devices 

are connected, a variety of new functional devices are being developed and commercialized to 

support them. Although the functions of these electronic devices vary, the hardware 

characteristics of the electronic devices are developed in a very similar form. They are designed 

to be low power, low cost constraints because they are usually small, battery powered. 

Designing devices with small, low-power, low-cost computing power requires processors and 

memory systems to support them. There are several commercially available processing systems 

for this purpose. In this paper, we discuss one of them called the coarse grained reconfigurable 

array architecture (CGRA). 
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CGRA is a one-chip processing solution containing several low cost processors in an array. 

It was developed to meet low power requirements while providing high performance by 

connecting several processing elements with several small computing powers in a mesh 

network form. The form of a memory system containing data is very important for evenly using 

tens or hundreds of processing elements.  

To provide wide data bandwidth with a single memory chip requires multiple input / output 

ports and a wide multiplexer, which consumes a lot of power. To solve this problem, the 

memory is divided into several small spaces, which are called multi-bank on-chip memory. 

Initially developed in a similar design, Morphosys architecture [1] consists of 16 banks of 

memory, with at least one read / write port per bank connected to the processing elements. More 

than one read port and one write port design are usually used, because multimedia applications 

require a lot of read operation than writes. 

Thus, each memory bank support two data read and one write at the same time. To fully 

utilize this hardware feature, we present an array variable replacement technique. By using the 

proposed technique, it can be obtained to maximally use the memory bandwidth, and thus it 

leads to energy saving and performance improvement. The proposed technique optimizes the 

data placement of the source code in the preprocessing stage of an optimizing compiler. This 

compiler determines final data placement and modifies data transfer code from off-chip 

memory to on-chip memory. Because CGRA operates with on-chip memory, before its use, the 

whole data must be placed to on-chip memory. 

Many commercial processor architectures employ multi-on-chip memory bank designs to 

reduce energy consumption. Since the multi-memory bank is composed of a small number of 

read and write ports for each memory bank chip and a smaller multiplexer supporting the same, 

the operating power consumption is low and the multiple memory banks can be accessed 

simultaneously, thereby providing high performance support. However, there is a disadvantage 

that system performance depends on compiler performance because data allocation and use 

must be coordinated by compiler which is system software. Processors that have been 

successfully commercialized with superior compilers and multi-on-chip memory bank designs 

include the Motorola 56000 [2] and Gepard Core DSPs [3][4]. Since the design of the 

commercialized architecture is open, but the compiler technology supporting it is not disclosed, 

the latecomers have to develop their own compiler technology, but the commercialization has 

failed in many cases. This paper introduces a compiler technique that can support multi-bank 

on-chip memory at low cost. 

 

Figure 1. Multiple memory banks on a coarse grained reconfigurable array (CGRA) architecture 
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In an IoT-like environment, much of the data stream is taken up by the multimedia data 

stream rather than the device’s control signals. Multimedia applications [5] implement a wide 

variety of algorithms, all of which share common algorithms. Representatively, techniques such 

as FIR, IIR, MATRIX, LAPLACE, and FOURIER are mixed. This is accomplished by large-

scale add and multiply operations, which makes multi-memory bank designs a more popular 

choice because the wide bandwidth for the data streams has a significant impact on system 

performance. 

A compiler makes program codes considering with the number of processing elements, mesh 

network and the number of ports of multiple memory banks. This code making process is called 

code mapping and data mapping. Our work focuses on data mapping only, since the problem 

of code mapping is beyond this research purpose. 

Fig. 2 (a) shows matrix multiplication, which is common in multimedia codes. Fig. 2 (b) 

shows the code of unrolled (a). Unrolling is a technique applied to maximize data parallelism 

in the loop code. As shown in Fig. 2 (b), each array_N, array_L, and array_M are accessed by 

index variables i and j. If the accesses for the same array variable are orthogonal, they can be 

allocated to separated memory banks to enable simultaneous accesses. By using maximally 

concurrent accessing, program execution can be accelerated and energy consumption can be 

reduced. 

 

Figure 2. An example codes 

[Figure 1] shows a coarse grained re-configurable array processor architecture (CGRA). 

CGRA consists of hundreds of processing elements and a number of memory banks to 

efficiently process data streams. Figure 1 shows CGRA in a simplified manner. When assigning 

the code in [Figure 2] (b) to CGRA, the data placement should be determined to maximize data 

parallelism. As shown in [Figure 1], orthogonal accesses can be allocated to different memory 

banks to support concurrent accesses. Thus, to improve memory access latency, the arrays that 

have index [i][j], [i][j+1], they should distribute into independent banks of memory. This data 

mapping supports parallel accessing. 

Specifically, we present an algorithm that performs an array replacement for exploiting 

multiple memory banks driven by compiler analysis techniques. The proposed technique 

analyzes the indexes of program code and maps these data to different memory banks if it is 
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confirmed that the accesses are independent of each other. This mapping parallelizes memory 

accesses to improve system performance and energy consumption. We will present the 

experimental results based on the multimedia kernels by applying the proposed technique to a 

compiler platform. 

 

2. Overall workflow 

The workflow of our approach is shown in [Figure 3]. The first step in the proposed 

technique is to extract the loop code from a given program. Because the loop code takes more 

than 90% of the execution time, our technique optimized array references in loop codes. The 

next step is to extract the array references from extracted loop codes. If the references accessing 

the same array use mutually exclusive regions, it can be classified them to independent set. 

Then, they can be allocated to different memory banks. Otherwise, we put them to the same 

bank, and derive a single unified array variable placement. 

 

 

Figure 3. A workflow of the proposed approach 

In the next step, array replacement is performed to determine placement of classified arrays 

to multiple memory banks. Since the size of each memory bank is limited, the size of the array 

variable that can be moved at one time should be determined, and bank assignment is also 

determined with the array references. Once the bank allocation is determined, the data transfer 

code from the off-chip memory to the on-chip memory bank must be generated and inserted 

into the loop code. When the source code conversion is completed, the final generated code is 

used as input to the compiler. Specifically, the optimizer rewrites each array reference so that 

the transformed subscript expression takes into account the position within the newly formed 

array in the mapped memory bank. Based on the transfer and allocation decision, optimizer 

insert array variable transfer code to/from multiple memories.  

An important part of the proposed technique is to analyze how to distinguish index functions 

that access memory without overlapping sections. To analyze this, we represent each array 

index as a one-dimensional function and see if there is something in common with the set of 

data indexes accessed in loop space. This could be solved by linear algebra. 

 

3. Related works 

Previous studies on CGRA [6][7][8] can be largely separated into code mapping and data 

mapping studies. The study of code mapping focuses on efficiently allocating operations to 

hundreds of processing elements. Data mapping research analyzes applications and now 

focuses on designing optimized memory system architectures and determining data mappings 

optimized for existing architectures. In most cases, one-dimensional memory structures are 

considered, but hierarchical memory structures [9] are sometimes considered. Early CGRA 
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mapping studies [10] considered scratch pad memory as the main element of memory, but 

recent researches considering non-volatile memory elements [11] have become mainstream. To 

the best our knowledge, universal techniques have not yet been introduced to provide optimal 

data mapping for various memory structures. 

Prior to data mapping, the main research flows were studies using data locality 

[12][13][14][15]. Data locality allows you to take advantage of many loop transformations that 

are positive for system performance. For example, reuse analysis is very useful when using data 

prefetch. This increases the hit rate of the cache memory and improves system performance. 

Because loop transformation technology is accompanied by code transformation, it must 

include proof of maintenance of correctness. 

In architectures that use distributed and shared memory systems, such as CGRA, various 

optimization techniques are used. Data replication [16][17][18] technology is one of them. If 

the memory bandwidth is limited when the various processing elements share data, it is possible 

to replicate the data to extend the software perspective. Data renaming technology is a further 

improvement of the data replication technique. This is a way to improve program optimization 

by assigning different names to the same data rather than using the same name for multiple 

processing elements that use reads simultaneously. Array-scalar transformation flow analysis 

techniques [19][20] can optionally be applied when arrays interfere with data partitioning. 

Since arrays are allocated in contiguous space, various optimizations can be applied by 

selectively scalar-converting regularly used data. For example, code scheduling is a typical 

optimization technique. Scheduling analyzes data parallelism to make the best use of the 

hardware resources of a given architecture. In most cases, the complex dependencies of arrays 

limit performance significantly. Converting highly dependent data into scalars can help 

alleviate complex dependencies and significantly improve scheduling performance. 

 

4. Conclusion 

In this paper, we present an algorithm for efficiently determining array variable placements 

in multiple memory banks for array-based computations, to facilitate high-bandwidth 

concurrent memory accesses in modern high performance mobile architectures. The proposed 

technique automatically generates array variables placement to maximize data parallelism. Our 

technique focuses on loop nest computations, since most of execution time spend by the loop 

code. Depending on the memory architecture and the application, such array data replacement 

could be more attractive increasing array data parallelism. A major focus of our current work 

is to formulate this array reference replacement optimization as a simple problem. By using our 

technique, the experimental results show that the average improvement on energy saving is 

16.1% with some loop kernel of multimedia applications. The future work is to mathematically 

formulate the proposed technique and generalize it and apply it to various memory architectures. 
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