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Abstract 

 Now a days Jobs are Scheduled in a single processor or more than one processor, a real 

time job is scheduled or executed based on requirements, An Successful task in embedded 

system ought to have constrained asset necessities: Memory, execution time and power 

utilization, these necessity are not generally simple to fulfil in real-time embedded system 

with hard task deadlines. In this paper we explore the effective time utilization, without 

influencing the deadline requirements of typical hard real time task ,there are no limitation 

on the new results each task can be periodic or sporadic ,with relative deadline which can be 

less than ,equivalent to or greater than its period, it  is too fast , best-effort ,effective  real 

time scheduling algorithm for a wide variety of job parameters. 
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1. Introduction 

Many papers have been published in the field of Real time scheduling. These include 

surveys of published literature. In scheduling, at what time the jobs are to be scheduled is 

given by the system. This means the jobs scheduled should have certain Release time and 

deadline [1]. Suppose the two jobs are having same release time and different deadlines, then 

the jobs are executed based on Earliest Deadline First (EDF) scheduling [2]. At that time if 

jobs are scheduled based on time driven or clock driven, jobs are not executed at a time in a 

single processor. If jobs have different release times and different deadlines in a single 

processor [3-5], some jobs are scheduled based on EDF [6] and some are scheduled based on 

Least Release Time (LRT) [7]. 

In this paper we are discussing the basic scheduling techniques. These scheduling 

techniques are used to schedule the jobs in a simple manner. 

There are two types of real time systems. 

                                           Hard real time systems 

                                           Soft real time systems 

Hard real time systems are based on hard deadline and soft real time systems have soft 

deadlines. Hard deadline means the jobs complete its execution exactly on its deadline. Soft 

deadline means the jobs complete its execution on or before the deadline. Release time is 

defined as the time or the instance at which the job becomes ready for the execution. We can 

start its execution on or after its release time but not before the release time. 

Deadline is defined as the time or the instance at which the job execution must and should 

be complete its execution. The job may be completed before the deadline but not after the 

deadline. Jobs are scheduled different processor either preemptive method or non-preemptive 
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method, in preemptive [8-10] method when interrupt occurs that job will execute another 

processor In Non-preemptive [11] method if any interrupt occurs job will execute one 

processor from starting to ending without any delay. 

 

2. Basics 
 

2.1. Clock Driven Scheduling 

In clock driven scheduling the job is having its own release time and deadline time. It 

should be completed within this time. Clock-driven scheduling is also called time 

driven scheduling. In this scheduling schedules the job at what time which job is 

executed by the system or specified system [12-14]. 

In a system that uses clock driven scheduling the parameters of hard real time jobs are 

fixed and known. The time is set to expire periodically without the intervention of the 

scheduler. 

 

EXAMPLE: 

                          J1 2[1, 3] 

                          J2 3[3, 6] 

                          J3 4[6, 10] 

In this example, the jobs are scheduled based on system priority. The system priority [2] is 

J1>J2>J3. Figure 1 shows the scheduling of jobs based on system priority.J1 has the highest 

priority and J3 has the lowest priority. So initially J1 is executed. The release time of J1 is 1. 

So J1 starts execution on or after the release time. J1 Dead line is 3. The job is must and 

should be completed by the time 3. J1 has execution time of 2. So it is scheduled from 1 to 3 

on the processor. Our next priority is J2. Its release time is 3 and dead line is 6. J2 has 

execution time 3. So J2 is scheduled in the processor from 3 to 6. The last job is J3. Its release 

time is 6 and deadline is 10. Now J3 is scheduled in the processor from 6 to 10. 

J1 J2 J3

0 31 6 10
 

Figure 1. An Example of Illustrating Clock Driven Scheduling 

2.2. Round Robin Scheduling 

It is based on FIFO.If the execution time is less, then it will be continued after the all the 

jobs completed again round will execute continuously is the round robin approach. Round 

robin [15] approach is also called processor sharing algorithm. 

 

EXAMPLE: 

In single processor 4 jobs want to schedule using round robin. Total time is 10. 

                                   J1 Execution time is 4 

                                   J2 Execution time is 5 

                                   J3 Execution time is 4 
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                                   J4 Execution time is 5 

J1 J2 J3 J4 J1 J2 J3 J4

0 2.5 5 7.5 10 11.5 14 15.5 18  

Figure 2. An Example of Illustrating Round Robin Scheduling of Different Jobs 

The system priority is J1>J2>J3>J4.Initially we schedule J1 as per the system priority. So 

J1 is scheduled from 0 to 4 in the processor. Our next priority is J2. Its execution time is 5. So 

it is scheduled from 4 to 9 in the processor. Here we have only 1 is left. But still two jobs J3, 

J4 are to be scheduled. The Figure 2 shows the scheduling of jobs using round robin 

scheduling.  

So to overcome this problem we go for the new technique called round robin scheduling. 

Here the total time is 10. Based on time in the single processor only two jobs are perfectly 

executed but in round robin we want to execute all jobs at that time we will take extra round. 

Based on round total time partitioned into 4 parts each job schedule 2.5 times. It is scheduled 

as shown in fig. After remaining time schedule next round. 

J1 total execution time is 4. In the processor first we execute for 2.5 in first round. The 

remaining 1.5 we will execute in second round. Our next priority is J2 whose execution time 

is 5. In the first round after the execution of J1 we execute J2 for 2.5. The rest of the 2.5 we 

execute in second round. Next priority is J3. The total execution time is 4. In the first round 

we execute 2.5 and the remaining time 2.5 we execute in second round. Finally J4 is executed 

2.5 in first round and rest of the 2.5 we execute in second round. Now in second round we 

schedule the remaining jobs as per the priority. 

 

2.3. Weighted Round Robin 

It is like as round robin but the difference is round robin method is based on FIFO, 

weighted round robin method based on weight. Here the weight is in terms of execution time. 

Total method explained in following example. 

 

EXAMPLE: 

4 jobs are to be scheduled in a single processor. Total time is 10.  

                      J1 Execution time is 3 

                      J2 Execution time is 5 

                      J3 Execution time is 4 

                      J4 Execution time is 6 

J4 J2 J3 J1 J4 J2 J3
J
1

0 2.5 5 7.5 10 13.5 16 17.518 20  

Figure 3. An Example of Weighted Round Robin Scheduling 
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Here we schedule the jobs based on their weights. The priority is J4>J2>J3>J1.Based on 

the priority we schedule J4 whose execution time is 3. If we schedule each job at a time we 

can’t complete all 4 jobs before the time limit (16). So we schedule these jobs as we did in the 

above method. The scheduling of different jobs using weighted round robin is shown in 

Figure 3.   

The total time is partitioned into 4 parts with each job executes for 2.5.As per the priority 

we schedule J4 from 0 to 2.5. The remaining execution time is scheduled in second round. 

Next we go for J2 scheduled from 2.5 to 5. The remaining 2.5 we will execute in second 

round. Our next priority is J3. The execution time of J3 is 4. J3 is scheduled from 5 to 7.5 and 

the remaining to be scheduled in second round. Similarly we execute J1 from 7.5 to 10. 

In the second round we execute the rest of the jobs as per the priority. Initially we execute 

J4 from 10 to 12.5 here the remaining part is executed in next round. Next we go for J2 which 

is executed from 12.5 to 15. Our next priority is J3 scheduled from 15 to 16.5. We execute the 

job J1 from 16.5 to 17. Now in the final round we execute the job J4 from 17 to 18. 

 

2.4. Priority Driven Approach 

In this approach the jobs are scheduled based on priorities. There are 4 priorities listed as 

below 

First in First out (FIFO) 

Last In First Out (LIFO) 

Earliest Deadline (EDL) 

Least Release Time (LRT). 

 

EXAMPLE: 

The following jobs are to be scheduled in two processors. Release time of J5 is 5 
J1 4 

J2 2                 J3 1              J4 2 

 J5 3                  J6 4 

 

J7 4               J8 1 

Here the jobs J1, J2, J5, and J7 are independent jobs. That is the execution of that job is 

independent of other jobs. The jobs J3, J4, J6, and J8 are dependent jobs. These jobs are 

executed only after the previous jobs are executed. The job J3 is executed only after the job 

J2 is executed and J4 is scheduled only after the job J3 is completed. Similarly the job J6 is 

executed after the jobs J5 and J7 are finished. J8 is scheduled after the completion of J5 and 

J7. 
 

Non Pre-emptive Case: 
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J1 J7 J6

0 4 8 12

J2 J3 J4 J5 J8

0 2 53 8 9  

Figure 4. An Example of Priority Driven Scheduling using Non Pre-emptive 

In this case each job is completed from the start to the end. The job is scheduled in a 

processor based on the priority. System priority is J1>J2>J3>J4>J5>J6>J7>J8.But if follow 

this scheduling priority, after the execution of J4 we cannot schedule the job J5 in the 

processor1 since J5 has the release time 5. So we execute the job J7 in processor1 and then J5 

in processor2.Now the priority is J1>J2>J3>J4>J7>J5>J6>J8. Initially J1 is scheduled in 

processor1 from 0 to 4. Now our priority is J2. The processor1 is busy in executing the job J1 

and processor2 is free. So we schedule J2 in processor2 from 0 to 2. 

Here we execute J3 in processor2 from 2 to 3. Next J4 is scheduled in processor2 from 3 to 

5. At this moment our job priority is J7 and processor priority is processor1. So we execute J7 

in processor1 from 4 to 8. Now as per our priority we schedule J5 in processor2 since it is 

free. So J5 is scheduled from 5 to 8 in processor2.  

Next at the time of 8 the two processors 1& 2 are free. So we execute the job J6 in 

processor1 from 8 to 12 and J8 in processor2 from 8 to 9.The figure 4 shows the effective 

scheduling using non preemptive[17] scheduling. 

 

Pre-emptive case: 

J1 J7 J5 J6

0 5 8 124

J2 J3 J4 J7 J8

0 2 3 5 8 9

 

Figure 5. An Example of Priority Driven Scheduling using Preemptive 
Scheduling 



International Journal of Smart Home 

Vol. 9, No. 3 (2015) 

 

 

106   Copyright ⓒ 2015 SERSC 

 

In this case the job is not executed continuously. A part of the job is scheduled in one 

processor and rest is executed in another processor. Without partitioning the job we cannot 

write the shortest algorithm. 

The job J1 is scheduled in processor1 from 0 to 4. J2 is executed in processor2 from 0 to 2 

and J3 from 2 to3. Now J4 is scheduled in processor2 from 3 to 4 and remaining part is 

scheduled in processor1 from 4 to5. Here we used the pre-emption. Now J5 is executed in 

processor1 from 5 to 8 and J7 is executed in processor2 from 4 to 8. Here our job priority is 

J6 scheduled in processor1 from 8 to 12 and J8 executed in processor2 from 8 to 9. The figure 

5 shows the scheduling of different jobs using preemptive [17-18] scheduling. 

 

3. Scheduling Algorithm 
 

3.1. In A Single System Based On Minimum 2 To 3 Priority Schedule: 

In this example we schedule based on two priorities. Here J2 and J3 are scheduled based 

on Least Release Time (LRT) and J1 is scheduled based on FIFO. 

                    J1 2[6, 10] 

                    J2 4[0, 8] 

                    J3 4[0, 8] 

J2 J3 J1

0 8 104
 

Figure 6(a). Scheduling of Jobs using LRT and FIFO 

Now at the initial time two jobs J2 and J3 are ready to execute so as per the system priority 

we schedule J2 from 0 to 4. Next we schedule J3 from 4 to 8. Finally J1 is executed from 8 to 

10. The figure 6(a) shows the scheduling of different jobs using two different algorithms. 

                  As per FIFO, priority is J1>J2>J3 

                  According to EDF, the priority is J2>J3>J1 

                  And by the LRT, the priority is J2>J3>J1 

 

EXAMPLE: 

Schedule the jobs in the processor as per the priority 

                                 J1 2[0, 8] 

                                 J2 4[0, 5] 

                                 J3 2[0, 8] 
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J2 J1 J3

0 84 6
 

Figure 6(b). Scheduling of Jobs using EDF and FIFO 

Here in this example the jobs J1 and J2 are scheduled as per the EDF priority and J3 is 

scheduled to FIFO.As per system priority, J1 is scheduled and next J2 is scheduled. But if we 

execute J1 first, we can’t execute J2 within the deadline. So J2 is first executed and then we 

go for J1.J2 is executed in the processor from 0 to 4 as per EDF and J1 is scheduled from 4 to 

6. Now J3 is executed in processor as per FIFO priority. The figure 6(b) shows the scheduling 

of different jobs using EDF and FIFO algorithms [19]. 
 

3.2. Multiple Jobs in 2 Processors: 

The following jobs are to be executed by using 2 processors. 
J1 2[0, 4]                           J2 3[2, 20]                         J3 3[0, 15] 

 

J4 4[0, 10]                       J5 4[0, 20] 

J1 J5 J6

0 62 107

J4 J2

0 4 7
 

Figure 7(a). An Example of Preemptive Scheduling using Two Processors 

Here J1 and J4 are independent jobs and J2, J3 and J5 are dependent jobs. System priority 

is J1>J2>J3>J4>J5. But since the jobs are dependent we execute the jabs as 

J1>J4>J5>J2>J3.So J1 is executed in the processor from 0 to 2. Next as per the priority we 

schedule J4 in second processor from 0 to 4. At this moment the processor1 is free so we 

execute J5 in first processor from 2 to 6. Now we execute J2 in the processor 2 from 4 to 7. 



International Journal of Smart Home 

Vol. 9, No. 3 (2015) 

 

 

108   Copyright ⓒ 2015 SERSC 

Now at this point in the processor1 no job is scheduled from 6 to 7 since J3 is scheduled 

only after the completion of J2. So J2 is executed in processor1 from 7 to 10. The Figure 7(a) 

shows the example of multiprocessor scheduling. 

EXAMPLE: 

Schedule the following jobs using 2 processors. 

                       J1 4[2, 10] 

                       J2 3[0, 4] 

                       J3 2[2, 6] 

                       J4 4[4, 10] 

                       J5 3[4, 10] 

                       J6 2[0, 2] 

J2 J3 J4

0 5 93

J6 J1 J5

0 62 9
 

Figure 7(b). An Example of LRT Scheduling using Two Processors 

The jobs are scheduled based on LRT priority J2>J6>J1>J3>J4>J5 

Initially we schedule J2 in the first processor from 0 to 3. Next second processor is free so 

we schedule J6 in processor2 from 0 to 2. Now processor1 is busy in executing J2 so we 

execute J1 in processor2 from 2 to 6. Next we go for J3 execute in processor1 from 3 to 5. At 

this point of time second processor is busy. So we execute J4 in processor1 from 5 to 9. 

Finally we schedule J5 in processor2 from 6 to 9. The Figure 7(b) shows scheduling of 

different jobs in multiprocessor systems. 

 

4. Evaluation 

4.1. Theorem1: when pre-emption is allowed and jobs do not contend for resources. The 

EDF&LRT algorithm can produce a feasible schedule of a set j of jobs with arbitrary release 

times and deadlines on a processor if and only if j has feasible schedules. 

Proof: suppose in a processor, three jobs Ji, Jk and Jt are to be executed and their release 

times are ri, rk and rt and are scheduled in intervals ei, ek and et furthermore their deadlines 

are di, dk and dt. 

Any feasible schedulable J can be systematically transformed into an EDF schedulable. To 

see why, consider two cases; in the first case release time rk is earlier than ri and rt. But job 
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Jk cannot possible to schedule in execution time ei; because all the three jobs already 

scheduled in EDF basis.  The Figure 8(a) shows the scheduling of different jobs using system 

priority. 

Ji Jk Jt

ei ek et

   ri    rtrk

di dt dk
 

Figure 8(a). An Example of Non EDF Algorithm for Different Jobs 

Given that the execution time of ek is double that of ei which is equal to et. 

                 i.e.,   ei =et  and ek=2ei. 

as the release time of Jk is low it will be executed first and at the same time based on EDF 

algorithm as the dead line of dt is low it can also be executed. So, based on system priority Jk 

will be executed then it will be executed. Here the shaped area is waste of time. To avoid 

these delays the jobs will be executed first allowing the free time to be given next. Hence a 

feasible schedule is obtained using EDF and LRT. The Figure 8(b) shows how the system 

schedules the EDF algorithm. 

Jk Jk Jt Ji

Jk Jk Jt Ji

 

Figure 8(b). An Example of Converting a Non EDF into EDF Algorithm 

Lemma1: consider the set of jobs j1 and j2 uses an earliest deadline first scheduling to 

schedule the jobs. At time 0, two independent jobs j1 and j2, with execution time 4 and 6 

respectively, are released. Their deadlines are 18 and 7 respectively. 
 

Proof: Initially the system priority is j1>j2, if we schedule like that it can’t produce feasible 

schedule. So, we adopted EDF algorithm to schedule these jobs feasible. The J1 job has 
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deadline (d) is 18 and completion time(c) is 4. Similarly job j2 has deadline 7 and execution 

time is 7. Based on EDF algorithm, least deadline will be executed first. The figure below 

shows scheduling of different jobs using EDF algorithm. The Figure 8(c) shows the 

scheduling of different jobs using EDF algorithm. 

 

J2 J1

0 6 10
 

Figure 8(c). An Example of Illustrating the EDF Algorithm 

At time 0, job j2 starts execution because it has least deadline than job j1, it completes 

execution at time 4 and hence, j2 becomes ready. Starts execution and completes by at time 

10. In this way EDF produce feasible schedule.  

 

Lemma2: consider the set of jobs j1 and j2 uses a LRT scheduling to schedule the jobs. At 

time 2, job j1, with execution time 4 and deadline 10. At time 0, job j2 with execution time is 

6 and dead line is 7. 

 

Proof:  Initially the system priority is j1>j2, if we schedule like that it can’t produce feasible 

schedule. So, we adopted LRT algorithm to schedule these jobs feasible. The figure below 

shows the scheduling of jobs using LRT algorithm. 

J2 J1

0 6 10
 

Figure 8(d). An Example of Illustrating the LRT Algorithm 

At time 0, job j2 starts execution based on LRT algorithm and it completes the job at time 

6. At that time job j1becomes ready and completes by time 10. In this way LRT produce 

feasible schedule. The Figure 8(d) shows the scheduling of multi jobs using LRT algorithm. 

 

Corollary: The schedulbility of EDF&LRT in a single processor. 
 

Proof: The proof directly comes from lemma1 and lemma2. Combination of these two 

scheduling mechanism in a single processor. 
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4.2. Theorem 2: when pre-emption is not allowed the LST algorithm can produce feasible 

schedule of a set j of jobs with arbitrary release times and deadline on a processor. If and only 

if j has feasible schedule. 
 

Proof: In a processor jobs are scheduled based on priority first giving ‘FIFO’ priority. If it 

misses then it goes to EDF algorithm. 

When EDF does not require knowledge of the execution times of jobs then prefer LST 

algorithm. We don’t know exact completion time of all jobs. It is impossible for us to 

calculate the actual amount of slack under this circumstance; slack time is difference between 

dead line and completion time. Suppose execution time ‘ei’ .The completion time may be ei 

(or) ei+, then based on slack we will be schedule. 
 

Lemma3: consider the set of jobs j1 and j2, uses a least slack time scheduling to schedule the 

jobs. At time 0, two independent jobs j1 and j2, with execution time 4 and 2 respectively, are 

released. Their deadlines are 8 and 4 respectively. 

 

Proof: here, slack time of a job is the difference between deadline (d) and completion 

time(c). J1 job has deadline (d) is 8 and completion time(c) is 4, and hence the slack time (d-

c) is 4. Similarly job j2 slack time is 2. Based on LST algorithm, least slack time will be 

executed first. The figure below shows the scheduling of given jobs. The Figure 9 shows the 

scheduling of different jobs using LST algorithm. 

J2 J1

0 62
 

Figure 9. An Example of Illustrating the LST Algorithm       

5. Conclusion 

We presented too fast, best effort effective real time scheduling algorithm, it achieves high 

resource utilization scheduling in real time processor -based systems, both pre-emptive & 

Nonpreemptive Algorithms are available, we scheduled jobs easily based on priority even it is 

hard deadline. 
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