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Abstract ﬂ
IP based network public address (PA) is an audio m ts

flexibility in reconfiguration, system expansion, UII’
structure. This translates to significant cost savi installa

em fMat provides high
simplified cabling
ost, both labour and

material, as it requires less cabling, reduced c size, cg;%su , and trunking size. The
network PA works very much similarly to er net where packets of data are
transmitted from one node to another wit of themshaving a unique IP address in the
network system. The nodes will then ets that solely addressed to them.
The network PA can also be integr h othe ing services or subsystems that are
TCP/IP compliant such as the fixe t system, CCTV system, and building
management system to providé4 ntaneou§ a35|sted response and feedback from each

system
Keywords: IP, Netwgcgmc Addgess telllgent Building
1. Introductio \\ §

The devel of toda ndustrlal electronics industry has an immense impact on the
audio techno especi the public address (PA) system industry. This provides a
solution for intelligent g owners and consultants for a more reliable and flexible audio
signal management . These advancements have also resulted in the development of an
automated early tion solution to any building regardless of its built. An audio matrix
system is the solution to the above issue. Generally, a system is classified as a matrix system
if it is abl?\%voute multiple inputs to multiple outputs simultaneously. This includes
simultan aging to different zones as well as differing background music to various
Zones. matrlx system would not be physically confined to a particular signal routing

d users should be able to change the routing pattern easily via software as and when

d [1-3]. However, in recent times, designing and building audio matrix system in
conventional approach with certain degree of flexibility and intelligence has been a difficult
and an expensive undertaking. This is due to the requirement of large expenditures on wiring
conduit, switching equipment and installation labor. In addition, conventional audio matrix
systems built with hybrid analog and digital technologies reflects some drawback in system
modification and prohibitively expensive to reconfigure once installed. Hence, the network
based matrix system seems to have huge potential to providing comprehensive solution over
the flaws of the conventional audio matrix system. In next sections, the design and
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development of network PA is illustrated in detail. The outline of the paper is as follow.
Section 2 presents the background and related work and Section 3 the system architecture.
Section 4 describes the implementation and followed by experimental design and analysis.
Conclusions are drawn in Section 5.

2. Related Works

In general, the public addressing (PA) system technology has gone through two
generations of development phases before reaching to the current network based
implementation. The first generation is switcher based PA system, which is capable to carry
only two simultaneous broadcasts at the most. These consist of one background music
(BGM) source and one paging microphone source. The switcher based PA system hag several
inherent flaws in limiting the capability and flexibility of audio distribution w
First, each zone can only be either listening to background music or paging ent.
Second, the switcher based PA system does not allow 5|multaneous paging a@ Itaneous
background music broadcast. Hence, for a system with tw: g.cons one paging
console (MIC A or MIC B) can be in use at the same tlme \ there i a single BGM
source player can be selected to all zones at any ong othe oxds, there is either
BGM 1 or BGM 2 can be routed to designated zone

The second generation of PA system technolog ud|o ma A system. The audio
matrix PA system differs to switcher based stem,b viding simultaneous audio
routing of inputs to outputs. This is achieye usage udio matrix bus. The audio
matrix PA system has several major ad S over@]conventlonal switcher based PA
system. First, each individual zone is e dedicated background music as
preferred. Second, the audio matr} system s multiple simultaneous paging and

background music broadcast at me tlr%i r example, four paging consoles are
allowed to use simultaneously ke ann Bxh ents to various zones, as long as there are
no conflicts of the zones. |des th@ atrix PA system also allows multiple BGM

broadcasts to varying zo ence En application wise, this allows zones to have dedicated

ird, the audio matrix PA system is pioneering to
onfiguration interfaces in order to allow various
automated f ammed, such as, automatic time scheduled digital
@concerted voice evacuation. The latest generation of PA
system techno is netWork-based implementation in standard Ethernet infrastructure. The
system is designed fo i i
preferably using

routing purposes:

data link
does n

system adopts its own protocol identifier at the data link layer itself. So, it
nternet Protocol (IP) for data routing and Transmission Control Protocol (TCP)
fop~glata_transport, respectively, in order to avoid overhead due to the complex header
s%e of TCP/IP. However, due to the absent of IP header, it is only allowed to operate
over‘a Local Area Network (LAN), and it is not capable to support routing over the Wide
Area Network (WAN) or Internet. CobraNet [4] and EtherSound [5] are categorized in this
type of implementation. On the other hand, the IP network layer system adopts standard
TCP/IP protocol stack to implement audio routing and data transport over the LAN and
WAN. However, as the trade-off of routing capability, it sacrifices certain amount of traffic
efficiency due to the TCP/IP header overhead [6, 7]. In general, the technology of Audio
over IP (AolP) and Voice over IP (VolIP) are categorized in this type of implementation. In
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the next section, the system architecture of the network PA design and implementation is
described in depth.

3. System Architecture

The implementation of IP network layer based PA system is almost identical to the design
of standard TCP/IP network, but with some critical techniques in protocol manipulation. In
the perspective of PA industry, the operation of single and multi-zones paging from a signal
source is crucial in all the aspect of audio distribution technology. Hence, the capability to
support unicast, multicast, and broadcast is imperative in order to emulate individual paging,
group paging, and all-call, respectively. However, the uncontrolled adoption of multicast and
broadcast in a standard TCP/IP network will cause disaster named “broadcast storm_” withjn
the LAN. Thus, it is important to restrict the total number of simultaneous 'mwio
channel within a dedicated LAN or bounded in a VLAN. Otherwise, it is li

starvation of the LAN traffic and disables existing network services, such as DHCP,
which are dependency to the broadcast mechanism to functi / idés, it is not
suitable to emulate group-paging operation with multica % ist in PA audio
distribution, it is common for two paging groups ¢ IS8, dn ne as shown in
Figure 1. In order to perform paging to Grou Gr ernatively, address
reconfiguration of Zone 3 is imperative for the case® wever, dress reconfiguration
process is liable to commit the efficiency of p oper@tl specially to incurring extra
delay and paging latency. In fact, in PA syst ustry, a pg console is usually required
to perform individual and group paging re Fort ase, it is not a reasonable solution
for a paging console to provide two d aces in supporting individual and
group paging concurrently. Hence roadca:'x’x nism has more advantages over the
multicast in order to |mplement g ging baSed network PA system design [8]. The
broadcast mechanism should e assoua th some kind of control methods in order
to achieve arbitrary selectio®c targete ones

l

.....................................................

Figure 1. Zone Overlapping of Two Paging Groups
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On the other hand, it is crucial to determine the maximum number of zones within a paging
group. For most of the modern PA applications such as Background Music (BGM) audio
streaming, it is not an uncommon issue for a paging group to comprise up to hundreds of
paging zones. Again, the broadcast mechanism and its counterpart of control methods have
shown their capability to accomplish the critical requirement in the most simple and
systematic paradigm. In the ideal case of TCP/IP, Class A, B, and C network can support up
to 253, 65533, and 16777213 of paging zones, respectively. Besides, multiple paging events
are capable to be conducted simultaneously. In other words, a number of simultaneous audio
channels are allowed within the Local Area Network (LAN). The performance of the
simultaneous audio channels distribution is dependence to the maximum bandwidth of the
network port. For 100-Based-T Ethernet, the maximum bandwidth is 100Mbps. The
bandwidth consideration is based on the Ethernet switch but not the Ethernet hub, due to the
reason of each network port in Ethernet switch has dedicated data path mapping t rs.
The corresponding control methods will be discussed in the following section®v~

A. Implementation of Control Mechanism ﬁ’

In order to implement control methods of audio dis iNtl\N:a hinthe , itis crucial to
clarify the concept of three-step completion. In thi, padifng evemt will involve three
steps of operations to deliver audio source from a pagiag consol& desired paging zones.
Before starting the discussion about the detail each s;e%is important to explain the
overall concept of network design in brieflyfi In gen ach of the network devices
must have two ports getting ready for the , one m:o trol and another one for audio
streaming purpose. The control port i

ays N ervice requestor who intends to
occupy the current network device wever, t io streaming port is only open on-

demand whenever an authorized tor is uiring the service of audio streaming from
control port. The control por les reque@ perform status checking, audio streaming
port opening/closing, and pgigrity setti er words, requestor is allowed to determine

the port number to be o or audio ming, as well as to configure the corresponding
priority level of the 6p&qedvport. d on the concept of control port and audio streaming
port, the three-st pleti ging event is defined as a process sequence of

correspondin ption in order'to accomplish managed audio distribution and switching
over the LA@U e?2 iéi@s the mechanism of three-step completion in flow chart.

?
\Jf\
O

Q)O
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Figure 2. Three-Step Completion of Managed Audio Distribution

Step 1 defines the control mechanism of audio streaming port opening/closing based on the
current status feedback from the control port. Once the requestor is connected to the control
port, it will request for availability information of the network device. If the network device
is not currently occupying by other, the requestor is permitted to set appropriate port number
and priority level on the network device. After that, the requestor is allowed to open the
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audio streaming port at the network device. However, if the network device is currently
occupying by other, then the requestor will check for the priority level of the audio streaming
port that is in service. If the priority level of the requestor is higher than the current occupier
in service, the requestor is allowed to close the audio streaming port or performs cut off in
runtime. So, the requestor can redefine the port number and priority level on the network
device, and open the audio streaming port again. Otherwise, if the priority level of the
requestor is lower than the current occupier in service, then the requestor is not allowed to
perform cut off as well as open another audio streaming port. In Step 2, the authorized
requestor begins to start audio streaming to the corresponding port number with broadcast
address. Hence, all the network devices within the LAN are able to receive the audio
streaming but only those with appropriate port number opened are enabled to retrieve the
audio streaming in order to perform playback at the network device. This methodis vety
efficient to implement group-call as well as all-call in IP-based PA application b ach
individual audio streaming source is available to be retrieved from all the %ort of
network switch within the LAN. The broadcast mechanism is performe d by the
network switch at data link layer. Thus, for each audio str %nder udlo data
packet is required to be sent to the network in order to e val | the network
devices in the LAN. Figure 3 shows the broadcast@ m of au reammg over the

§m®0 ‘\%
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Figure @adcast Mechanism of Audio Streaming Over the LAN

In FigureN3i=there are three network switches in the LAN. In the first port of Switch 2, an
audio stre@ming input is delivered into the port as broadcast. So, all the ports in Switch 1,

s connected to network devices with identical audio streaming port opened are
to perform audio playback at the dedicated zones. Thus, in Figure 3, only Zone 1,
Zone 7, and Zone 14 will receive the audio streaming input from Switch 2. On the other
hand, for the case of multiple audio streaming inputs, each of the inputs owns a unique port
number to be configured as audio streaming port. In other words, each requestor that
represents an audio input device will open a dedicated port at the targeted network device for
audio streaming purpose. Figure 4 below shows an example that illustrates the operation flow
of two requestors to deliver respective audio streaming to two zones individually.
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Open Port 3000 at ! Open Port 3001 at

Figure 4. Opera‘uo& of Au Streaming from Two Inputs

In Figure 4, Audio Strea Input \e attempting to stream audio to Zone 1, Zone
3, and Zone 2, Zone ctivel rder to stream to the right zone, each Audio
Streaming Input ne open a po‘%he desired network device in the corresponding zone
accordingly. For 4, Audio Streaming Input 1 needs to open port 3000

incoming aud eam. A t, the Audio Streaming Input 1 will perform audio broadcast
to port 3000 within the Hence, all the zones with port 3000 are opened, which are
Zone 1 and Zone 3, ﬂ‘ perform playback of Audio Streaming 1. In Step 3, once the
occupier of the dedicafed network device is completed to stream audio, it manages to close
the audio streamifg port and disconnect from the network device. Thus, the network device
o0 all the requestor again, and ready to process any incoming request for

becomes a ble
audio @ purpose. The three-step completion method is very efficient in implementing

at the netwo' es at Zo Zone 3 in order to allow these two zones to retrieve its

networ, m with a lot of output devices. In the case of PA system, each zone will
repras y an output device. Hence, for the PA system with 100 output zones, then 100 of
devices are necessary to support the system. In fact, the design of PA system is very
critical to two issues: the maximum number of output zone, and the maximum number of
simultaneous audio channel. Regarding to the first issue, the three-step completion method is
appropriate because the broadcast mechanism can support up to 254, 65534, and 16777214 of
output zones in Class-C, Class-B and Class-A network, respectively. On the other hand, for
the case of maximum simultaneous audio channel, it is crucial to emphasise the importance of
broadcast mechanism in contributing to the performance of network traffic. In switched
network, the switch can recognize the destination address and can route the frame from the
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source port to the destination port to which the destination device is connected, and the rest of
the ports are not involved in the transmission process. Besides, the switch can receive
another frame from another station at the same time and can route this frame to its own final
destination without collision. However, the processes of recognizing destination address and
performing port route will commit the resources of switch. Instead, broadcast will bypass the
committing processes and route the frame to all the ports directly. Hence, the broadcast
mechanism will consume less resources of the switch and provide better transmission
performance, which is supported by the test results as shown in the next section.

B. Performance Evaluation

The broadcast mechanism in three-step completion was tested in a dedicated LAN and the
network performance was measured in terms of Round Trip Time (RTT) and Jitt he
measurement process was targeted to study the relationship of network performan

audio channel was measured from 0 with increment of untll upsto For each
measurement of simultaneous audio channel, the RTT r was
seconds for 10 minutes. Hence, each measurement of si

60 samples of RTT and Jitter. Figure 5(a) present ults ersus measurement
time (in each 10 seconds) for 0, 10, 20, and 30 sim eous at& annels with broadcast

mechanism in line chart. Q 9
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Figure 5. RTT vs. in Line Chart, (a) with Broadcast Mechanism, (b) with

Unicast Mechanism

From Figure $1ere is obvious different from 0 channel to 10 channels. However,
there is n s variation from 10 channels to 20 and 30 channels. Besides, the maximum
is occurred in 20 channels with 11ms. Since the increment of simultaneous
a nel does not show a proportional relationship with the RTT, then it means the 30
c%s is yet to reach a level in differentiating the network capacity over the network
perféfmance proportionally. As a comparison to the broadcast mechanism, Figure 5(b) shows
the results of RTT versus measurement time with unicast mechanism in line chart. In Figure
5(b), RTT shows significant different over the time for 0 channels to 10 channels, 10 channels
to 20 channels, and 20 channels to 30 channels. Hence, the increment of simultaneous audio
channel has shown a proportional relationship with the RTT, and the maximum level of RTT
is occurred in 30 channels with 22ms, which is double of the maximum RTT in broadcast
mechanism. So, it is evident that the broadcast mechanism has better network performance
over the unicast mechanism in processing simultaneous audio channel transmission. On the
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other hand, network jitter is also an important parameter in order to represent the performance
of network traffic. Figure 6(a) shows the results of jitter versus measurement time (in each 10
seconds) for 0, 10, 20, and 30 simultaneous audio channels with broadcast mechanism in line
chart.
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Figure 6. Jitter vs. Time in Line Chart, (a) w@oadc&{%thanism, (b) with

Unicast Me$nlsm
*

Again, based on the results from Figure t e obvious\different is only existed from 0
channels to 10 channels and there is n ous v i from 10 channels to 20 and 30
channels. Besides, the maximum Ievegn jitter is in 20 channels with 3.00ms. So,
the increment of simultaneous a d@ nel also not show a proportional relationship
with the jitter, and again it m@%l 0 chan is yet to reach a level in differentiating the
network capacity over the net perfo proportionally. As a comparison to the
broadcast mechanism, Fig (b) sho e Yesults of jitter versus measurement time with
unicast mechanism ip |j rt. In¢igure 6(b), jitter shows significant different over the
time for O channel\l\ chan 0 channels to 20 channels, and 20 channels to 30
channels. Hence, cremen ultaneous audio channel has shown a proportional
relationship Jitter, the” maximum level of jitter is occurred in 30 channels with
5ms. As com n, the m level of jitter in broadcast mechanism is only 3ms. Thus,
based on the experime ults of both RTT and jitter, it is undoubtedly to show that the
broadcast mechani better network performance over the unicast mechanism in
implementing si aheous audio transmission over the network for IP based public address
system design

(8

5. Conc@ons and Future Work

aper, the mechanism of IP based public address has been shown experimentally
on the audio streaming implementation over network. Hence, the adoption of broadcast
mechanism in three-step completion process is reasonable in order to deliver high
performance managed audio distribution over the LAN infrastructure. This is suitable to be
applied in IP based network public address system, which reflects critical concern on the
capacity of simultaneous audio channels within the network. As for future works, the
proposed method in managed audio distribution will be expanded to include image and video
transfer over the LAN.
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