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Abstract

L 2
With the rapid development of wireless communication and embedded syste \wfess
positioning systems are paid more and more attention to. Radio Frequen ification
(RFID) localization system is getting more important, due to its own advantagesS,such as no
contact, non-line-of-sight nature, promising transmissio Q%ﬂ‘cmd S iveness. To
improve the accuracy of active RFID indoor location sy e tradi | RFID indoor
localization systems were studied, such as LAND n this basis/"an adaptive self-
correction location algorithm was presented, whic a poxi correction value to
correct the positioning result. N minimum errors,and position restits are obtained by using
adaptive K-nearest neighbor algorithm N times\THhe positi correction value calculated
with N minimum errors in weighted way.* 'px

of the Ioning average value and the
positioning correction value would be th posi}' n esults. Experimental results show
that compared with adaptive K-nedrest/neigh orithm and error self-correction

algorithm, the proposed method rc@ a higher aceutacy and stability.
Keywords: RFID, indoor ation, p’e@ing correction value, adaptive K-nearest

neighbor algorithm; LANDMARC ®
1. Introduction Q

The current loga aware\@%ming an important characteristic in the areas of
ubiquitous copapLitingy people_havesd great application requirement of location-based services
on sce réAs one of the core technology to provide location-based
services, there“frave bee y universities and research centers doing researches on indoor
positioning. Indoor lo 1on technology has a wide range of applications, not only can be
i object (such as warehouse location, hospital medical equipment

w

om the perspective of life, indoor localization technology greatly convenient
aceess location information. Existing localization mechanisms, including the Global
P%\ing System (GPS), infrared positioning, Ultrasonic positioning, Wi-Fi positioning,
Radio Frequency ldentification (RFID) [1~3]. RFID technology using RF non-contact form
of two-way communication, automatic identification tag, access to relevant data, has the
advantages of high precision, non line of sight, strong anti-interference, high security, can
identify the high-speed movement of label and also identify multiple tags, is becoming the
preferred technique for indoor localization system[4~5].

At present, there have been many typical indoor localization positioning algorithm based
on RFID technology, such as RADAR [6], SpotON [7], LANDMARC [8~10] , all these have
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laid a good foundation for us to study the indoor positioning technology. RADAR using
fingerprint method to record the training data in the location space, will be divided into off-
line training and real-time matching two stages, when the environment of off-line training
phase and the environment of real-time matching phase are not the same, the positioning
effect becomes worse. SpotON using iterative computing method to approach the true value
gradually, finally get a minimum error result, positioning accuracy is influenced by the
starting point and the step size, and spend a large amount of calculation. LANDMARC is
based on the Received Signal Strength Indicator (RSSI), using the method of active reference
tags aided positioning, not only reduce the number of reader and costs at the same time, but
also further enhance the positioning accuracy. Active tag has a better reliability, signal
transmission distance farther and RF power smaller reader need compared to passive tag.
LANDMARC is very effectively, there are also some areas of improvement. An ergor sekf-
correction algorithm was put forward [11], which selects K adjacent referenc
method estimates its coordinates sequentially and computes the errors, and t@e
C
I

value of errors as the positioning correction value, so reduces the erro
environment. K-nearest neighbor algorithm was propose Kis a y adjusted
according to the environment in this algorithm. It improv ility of m to adapt the
environment. To improve the accuracy of RFID ipe@Ox, I0cation systepr furthermore, we

positioning correction value to correct the positioning result. Thesalgorithm will solve the
problems that exist in error self-correction algdrithm, recalc% the positioning correction
value by using adaptive K neighbor al N times correct positioning results.

Experimental results show that compar% adapti -nearest neighbor algorithm and
error self-correction algorithm, the proq| meth % es a higher accuracy and stability.

The remainder of this paper is & ized as f s: The main content of this paper is
constructed in 6 sections as % w=5ectign ives analyzing of LANDMARC and error
self-correction. Section 3 descriies th N e K-nearest neighbor algorithm to make

adaptive self-correction. S n 4 deschbes the RFID indoor localization algorithm based on
adaptive self-correction ns5 &s experiments and analysis. Section 6 concludes

our work and future’%

2. Analyzi
In the foll g secti@

YA R;; and Error Self-correction

e will describe the principle of LANDMARC and error self-
find the problems in these algorithms by analyzing them.

2.1. Principle of é@DMARC

Suppose havé n RF readers along with m tags as reference tags and u tracking tags as
objects bei ed. System layout is shown in Figure 1.

The si strength vector for a tracking tag is defined as S=(Sy,S,,...,Sy). Si denotes the
signal gth of the tracking tag perceived on reader i, i €(1,n). The signal strength vector
f%eference tag is defined as (1).

0=y, 602, &) M

Where @ denotes the signal strength of the reference tag perceived on reader i, i€ (1,n).
The Euclidian distance in signal strength between a tracking tag and a reference tag rj can be
defined as (2).
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Figure 1. LANDMARQStem \/

2 .i J @) @

When there are m reference t séector of a \mg tag is E=(E,E,,...,En). K smallest
values from the E are selected& the,u wn tracking tag will be Iocated in a cell
surrounded by these k reference The\w tracking tag coordinate is obtained by (3).

(

Q) Xi, Y1) @

Where w; is the W\Q& facto O%Selected nearest neighbors, it defined as (4).
2.2. Error Self-cor;

LANDMARC@he reference tags aided positioning. However, the algorithm does not
take correc lue to correct positioning into account, so calculating the correction value to
ing results could be added into the algorithm.

g the tracking tag and the reference tags may have similar errors due to the
g positions, error self-correction algorithm calculates the correction value to
positioning results by using the reference tags.

First, choose k reference tags with lowest E values as neighboring tags. Second, the k
reference tags will be positioned as a tracking tag in turn, which would have an estimated
position equal to the average value of the remaining k-1 reference tags, and calculate the error
between the actual position and the estimated position. Finally, the average value error will be
the positioning correction value, which plus the average value of the k neighboring reference
tags will be the final positioning results.

(4)

._1 £
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2.3. Problems with Error Self-correction

Through the analysis and Research on error self-correction algorithm, it has the following
problems.

(1) Select the same k neighboring reference tags, will get the same positioning results.

| [ ] [l Reader
i i i i [] Reference Tag

e Tracking Tag

b @Vy

fffffffffffffffff 3
0 0 0 Q
Q S

Figure 2. &Qelf— tion

Set k=4 in Figure 2. Obvio @ adjacen?S@ king tags are locate in the different
c

positions, select the same refegen onne by dotted lines to calculate their positions.
The algorithm calculates the trac tag Yy using the mean position. Using the mean
position of three reference@i as theijgﬂr ed position of the remaining reference tag, it
would lead to a fixed p g corrgctiom value. Using the mean position of four reference
tags plus the posﬂm@correcﬂo ue, it will lead to the same final positioning result.
Therefore, as lon same\@g oring reference tags are selected, we will have the

same posmo
(2) The p ping co 6®value is not accurate.

R X N @ R I E I 2--
D &E Reference Tag D. ! [] Reference Tag

3 e Tracking Tag e Tracking Tag
ffffff 4~ D34D

3. In the Central Region Figure 4. In the Surrounding Region

en the tracking tag locates in the central region (Figure 3), the distances of the tracking
tag to four neighboring reference tags are similar. The errors of four neighboring reference
tags are involved in calculating the positioning correction value. The value is credible, which
could improve the positioning accuracy. But when the tracking tag locates in the surrounding
region (Figure 4), the tracking tag is too far away from the 4th reference tag, the

environmental impacts are different. Let the 4th reference tag involve in calculation will get a
value that is not credible, even reduce the positioning accuracy.
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The former problem is caused by using the mean position way, do not use it can solve the
problem. This paper focuses on the latter and puts forward a new positioning correction value
calculation method.

3. Adaptive Self-correction

Adaptive K-nearest neighbor algorithm supposes that the tracking tag and the nearest
reference tag will have the same optimal k when they locate in the similar environment. This
paper based on the assumption. If the tracking tag and the nearest reference tag locate in the
similar environment, they will have the similar error when using the same k and positioning
method. Therefore, we use only the error of the nearest reference tag to calculate the
positioning correction value.

Adaptive K-nearest neighbor algorithm is shown in Figure 5. \/‘
e
Find the Sear;st R'I@:?
' uclidi xmce(E )
TT RSS(S) >Q bet %v RT and RT

RTRSS(0)

A

*

N
6 k-nearest neighbor

Euclidian dista . algorithm(1<k<10)
between T1 !&? . Q\ i

Weighting factor(w’ )

g

A 4

Compute KEY RT
coordinate

-
A 4
Qeighting factor(w)
O%. Location Estimation Error(e)

@O ' v
Compute TT coordinate Find the optimal k

Figure 5. Adaptive K-nearest Neighbor Algorithm

First, find the nearest reference tag as a KEY RT. Second, compute KEY RT coordinates
and location estimation errors under different k. Finally, find the optimal k with the minimum
error, and use the optimal k to compute the tracking tag coordinate.
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The minimum error value should be used to recalculate the positioning correction value.
When the Euclidian distance between the nearest reference tag and the tracking tag is too
large, in this case, the two tags at this time may be affected by different environmental impact.
Therefore, use the minimum error as the positioning correction value is not accurate. Then
more minimum error value should be used to calculate an accurate positioning correction
value. N minimum errors (axe, Aye) and minimum E could be obtained by using adaptive K-
nearest neighbor algorithm N times, where N is derived from the experimental. Let EE;
indicate the minimum E and (Axe;, Ayej) indicate the minimum error by time i, the
positioning correction value could be calculated as (5).

(AX, Ay) = Z.N:  Wi(Axes, Ayer) ©)

Where w;'is calculated as (6). ?y ’
1
Wi - EE’ * Q/CQ
Tim AN

=1 EE]

In this way, when the tracking tag locates in the area (ﬁs ), four reference tags
are likely to be the nearest reference tag, positio by N ti the errors of them are likely
to be involved in calculating the positionin ection va@he value is credible, which
could improve the positioning accuracy. the tragking™ag locates in the border area
(Figure 4), the first reference tag must %

\

neae ence tag, positioning by N times,
only the errors of the first referenc 0Iveéx1 Iculating the positioning correction
value, the value is credible. Ther hIS met effectively solve the problem (2), and

improve the positioning accur ¢
The steps of adaptive K-ngarest neig rlthm are described below.
(1) Choose the nearest r nce tag a Y RT by calculating the each value of E.

(2) Compute the est coord KEY RT under different k.
(3) Calculate the tual coordinate and the estimated under different k.
(4) Use the Wlth th mum error to compute the tracking tag coordinate.

4. Localiza AIgo@% Based on Adaptive Self-correction

Depended on the @ discussion, with the calculated position values , plus the average
will be the fina@ioning results, so the RFID indoor localization algorithm based on
adaptive self-corregtion is formed. The algorithm is shown in Figure 6.

The step&%the RFID indoor localization algorithm based on adaptive self-correction are
presented(elpw.
Ste 0ose the nearest reference tag as a KEY RT by calculating the each value of E.
(Stbp2~Take adaptive K-nearest neighbor algorithm on KEY RT to obtain the optimal k and

ROr of the optimal k.

Step3. Use the optimal k to calculate the coordinate of the tracking tag.

Step4. Execute the stepl~3 N times, the positioning correction value will be calculated
with N minimum errors in weighted way.

Step5. The sum of the mean calculated coordinate and the positioning correction value will
be the final positioning results.
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2 @ne 6. RFID Indoor Localization Algorithm based on Adaptive Self-

5. Experiments and Analysis

5.1. Noise Model

In the experiments, we choose the log-distance path loss model, which predicts the average
attenuation degree of signal from distance in the indoor environment. The noise model is

defined as (7).
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PL(d) = PL(do) +10N |g(di) + Xo
0 (7

Where PL(d) denotes the free space path loss for the distance d, do denotes an arbitrary
reference distance (usually 1 meter), N denotes the path loss exponent and Xo is zero mean

Gaussian random variable with variance ’ in dB.
The received signal strength instruction may be represented as (8).
RSSI (d)de = Piss + Giee — PL(d ) ®)
Where Py4g denotes the transmit power, G4z denotes the antenna gain of the transmitting
node.
The distance d between the reader and the tag can be obtained by using formula (7). and (8),
then received signal strength instruction would be calculated as (9). ?“

RSSI (d) = RSS! (do) —10N |g(di) + Xo
0

WAL
In the experiments, the transmit power is 30 dB, the p&* expo is 1.8 and the
standard deviation @ is 5.2 dB. Q \/

5.2. Comparation of the Positioning Average Err er Dif M

The first experiment is used to determine@opti I e of N by comparing the
mean positioning error under different N, n‘va\
The distance between reference tag% . TI\

ment of the reference tags and
the readers is shown in Figure 7.
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Figure 7. The Structure of Experiments

Define M as the number of the tracking tags. Set M=1000 to determine the optimal
value of N. The result is shown in Figure 8.
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In Figure 8, the mean error decreases along with the value of N becomes large. When
N is greater than or equal to 5, the average error tends to be smooth. When N=9, the
proposed method would have the minimum mean error 0.41803m.

the mean error under different N

“ - When N=9, the minimum mean error is 0.41303
1 = =
08} &
E N
= ;
5 06 N R V‘
= -
o -
2 = .
" o4} e R ﬂv
02}
0 1 1 1 1 1

Figure 8. Comparing the Posjti Mean B@under Different N

This experiment is used to gn@&that wh% the proposed method has a higher

5.3. Positioning Accuracy

accuracy than adaptive algorithm and error self-correction

algorithm.

Set N=9 and M=1000 the pr method compare with adaptive K-nearest
neighbor algorlthma self-cqr on algorithm. The results are shown in Figure
9 and Table 1. %

P

ercentile of error dlstance of three method
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Table 1. Comparison of Statls Error§ (@hr e Methods

10 H

Algorithm Average errc(w ‘ Worst error/m
Adaptive K-nearest \K) 1.4087
neighbor s\\
Error self-correction 14 1.5722
(k=4)
The proposed method 0.41® 1.4005

ag%tge errors are below 0.5m in the proposed method,
has a higher stability than adaptive K-nearest

-correction algorithm. In Table 1, the positioning
adaptlve K nearest nelghbor algorlthm the worst is

the Worst is 1.5722 . positioning mean error is 0.4143m in the proposed method
the worst is 1.40

Above data zing shows: our method improves the positioning accuracy about
0.0464m amdfreduces the worst error about 0.0082m than adaptive K-nearest neighbor
algorith proposed method improves the positioning accuracy about 0.1371m and
reduc orst error about 0.1717m than error self-correction algorithm.

6@\clusions and Future Work

Through analysis of the principle of LANDMARC system, we propose a method that
recalculate the positioning correction value by using adaptive K neighbor algorithm N
times to correct positioning results. Experimental results show that compared with
adaptive K-nearest neighbor algorithm and error self-correction algorithm, the proposed
method provides a higher accuracy and stability.

Our future work could be extended to the research on three-dimensional indoor
localization algorithm. The virtual label system must be created in three-dimensional
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space, so the algorithm has the higher computational complexity. However, it has a
more broad application prospects.
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