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Abstract 

Gesture recognition is a field of research that consists in recognizing patterns of movement 

performed by a human using his body parts with or without the help of a comprehensive 

device (a mouse, a laser, etc.). This particular area as attracted a number of researchers over 

the years that applied such algorithms in a broad range of disciplines. In particular, it was 

exploited on early research initiatives with pervasive environments to enable simple 

communication with automation systems. Nowadays, those environments are used for more 

than automation. Many researchers, in fact, believe it is one of the most promising solutions 

to the problems related to ageing of the population. Smart homes are seen as an alternative to 

the full-time support of a semi-autonomous person by healthcare professional and thus also a 

potentially economically viable solution to the rising cost of such support. However, 

researchers are still facing many challenges in that regards, such as the comprehension of 

the context and of the ongoing activity of daily living. In that equation, gesture recognition 

could help extract more information from the collected data and thus reinforce the context 

modeling. The knowledge extracted could even help with monitoring of more fine-grained 

activities and with the understanding of normal or abnormal behaviors. Gesture recognition 

is often considered as a solved problem since the techniques to perform it work well as soon 

as we can track accurately. However, in smart environment, tracking is very imprecise and 

hard to achieve with limited technology (i.e. noninvasive sensors). In this paper, we present a 

novel gesture recognition algorithm that works under uncertainty, and that is scalable to the 

precision of the tracking system. The algorithm is based on the tracking of passive RFID tags 

installed on all everyday life objects in a smart environment. A set of experimentation in 

simulation and in a real smart home environment is presented. The results are very 

encouraging despite the very low accuracy of the passive RFID tracking system. 

 

Keywords: Linear Regression; Smart Home; Activity Recognition; Passive RFID 

 

1. Introduction 

The occidental societies of the world are currently facing ageing of their population [1]. 

The effects of the ageing have been well studied in the literature, and the various 

consequences are well-known to researchers in social sciences. Among them, there are the 

decrease, not to say a shortage, in qualified healthcare professional and the costs of the 

system which take an increasing percentage of gross domestic product (GDP) expenditure. 

Many researchers are now believing that the solution to these difficult societal 

transformations lie partially in the technological advances. The so call ambient intelligence 

combined to the miniaturization and improvement of sensing technologies are now exploited 
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everywhere in the world to create smart homes prototypes toward that very goal of addressing 

these issues. In particular, smart environments could be used to reduce the burden of families 

of persons with decreasing autonomy such as a cognitive impairment due to Alzheimer 

disease. However, to reach this goal, many difficulties must be overcome first (opportunistic 

networking, context modeling, human activity recognition, etc.). Context modeling [2] and 

human activity recognition (HAR) [3] are closely tied together as the first one leads the 

second to more precision and enables better delivery of assistive services. Extensive research 

has been conducted on both [4] but there is still a need for improvement. In particular, many 

researchers think that we need to better exploit the raw information extracted from the sensors 

installed in smart environments. For example, Jakkula & Cook [5] exploited the temporal 

relationships between events created by the trigger of sensors and Augusto & al. [6] designed 

a spatiotemporal inference engine for the smart home. We believe that being able to extract 

current and past gestures from the data would be another step toward a smarter use of 

information. 

Gesture recognition is an old problem that has particularly attracted researchers on Human-

Computer Interfaces (HCI) [7]. Many algorithms are used for natural and efficient design in 

video games, software engineering and even in smart home [8]. For that last field, cameras 

are usually the privileged sensors. In the context of smart home assistance, however, many 

researchers believe invasiveness should be limited for the technology to be accepted [9], and 

cameras are generally considered as one of the most invasive technologies. Moreover, in the 

case of some cognitive diseases, such as Alzheimer, it can even worsen the state of the 

resident. Accelerometers can also be exploited for gesture recognition [10]. These sensors 

provide a good tradeoff between price and accuracy. They enable strong gesture recognition 

with a good amount of precision. Nevertheless, they need to be mounted on body parts of the 

resident and are often also considered invasive. Moreover, there is no guarantee the resident 

wears the equipment at all times for the system to be able to extract the gestures. One of the 

most promising technologies for smart home is the Radio-Frequency IDentification (RFID). 

This technology possesses many advantages for our context. It is cheap (a passive tag cost 

only few pennies), but also non intrusive. Passive tags can basically be placed on any object 

of a smart home due to their small size. This technology has been ignored for gesture 

recognition, until recently [11], because of its inherent imprecision. However, the advances in 

localization and tracking system now enable us to foresee gesture recognition as something 

feasible in near future. In this paper, we propose to exploit our recent passive RFID tracking 

system [12] to recognize ongoing gestures from the manipulation of daily usage objects 

tagged in the smart home. To do so, we exploit linear regression combined with the 

correlation coefficient to identify the direction of movement and estimate the segmentation 

[13]. A large set of experiments was conducted with a random simulator using a normal 

distribution. Additionally, another set of experiments was conducted in realistic conditions 

inside a smart home infrastructure, and those results are compared with the literature. 

The remainder of this paper is divided as follows. Section 2 is a brief overview of the 

literature on RFID localization and on the recognition of gestures. Section 3 describes the 

tracking method that was implemented to conduct the experiments in the smart home. 

Thereafter, section 4 relates how the regression analysis was exploited to determine basic 

direction of movement and to perform the task of gesture recognition. Section 5 details the 

experimental protocol that was followed in simulation and in the smart home infrastructure of 

the LIARA laboratory. Finally, section 6 concludes with an assessment of our new method 

and opens on the future work to be accomplished. 
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2. Related Work 

Gesture recognition is a well-established field of research that traditionally focuses on HCI 

[14]. A gesture is widely described and recognized as an expressive and meaningful body 

motion (hand, face, arms, etc.,) that conveys a message or more generally, embeds important 

information of spatiotemporal nature. Gestures are ambiguous and incompletely specified, 

since a multitude of conceptual information can be mapped to one gesture. The usual steps to 

perform gesture recognition from spatiotemporal data series are the following: 

1. Segmentation 

2. Filtering of the data 

3. Limiting directions 

4. Matching 

The segmentation is the step that divides the data series into different part to find the 

beginning and the ending of the gestures. In many cases, the segmentation step is ignored 

because the user specifies the start and the end of a gesture with a device or simply because it 

is assumed that it is known by the computer system (e.g.: starts when the object is moving, 

end when it becomes idle). A difficult challenge of segmentation is the support of gestures of 

varying length interleaved with small to big inactive time. As you will see through this paper, 

segmentation is, in fact, the biggest challenge in our context. The filtering is a straightforward 

step consisting in standardizing the data (time, format, etc.,) and compensating for missing 

data. Interpolation is often used to compensate for the missing data. In our case, this part of 

the gesture recognition is done by the tracking system which provides coordinates (position) 

at a fixed rate. The third step, limiting the directions, is used to reduce the quantitative data 

into a finite set of qualitative directions. The step of the limitation of directions is generally 

very different from one application to another. That is because it really depends on the 

granularity of gestures that need to be recognized. Finally, the last step consists in using those 

sequences of limited directions to match them with gestures that are defined or learned in a 

knowledge base. The research has always focused on that step [15]. 

 

2.1. Main Gesture Recognition Models 

Many gesture recognition approaches are based on statistical modeling such as the Hidden 

Markov Machine (HMMs), the Kalman filtering or other particles filtering [7]. For instance, 

Samaria & Young [16] exploit HMMs to extract efficiently facial expressions from a single 

camera. The reasoning corresponds to the process of finding the HMM with the highest 

probability of explaining that set of observations. It is generally required to design and train 

one HMM per gesture that we desire to recognize [8]. Methods exploiting particle filters are 

also very popular [14]. For instance, Shan & al. [7] combined the technique with Mean shift 

to perform real time hand tracking. Their algorithm, named Mean Shift Embedded Particle 

Filter (MSEPF), was tested on a 12fps camera stream with a 240x180 pixels resolution. They 

showed that their method could robustly track a hand to recognize gestures. Particle filters are 

very effective in estimating the state of dynamic systems from sensors information. Finally, a 

large number of gesture recognition approaches effectively exploited Finite State Machines 

(FSMs). For instance, Hong & al. [17] exploited spatial clustering to learn a set of FSMs 

corresponding to gestures. They tested their approach using four sample gestures performed 

in front of a video camera. They achieved a hundred percent recognition rate, but admitted 

that with a very noisy data sample, the recognition would fail. 
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The main problem with the models of the literature for our specific context with passive 

RFID in smart home is the assumptions that are made. First of all, it is often assumed that 

obtaining the basic directions of the movement is straightforward. It is not the case with 

passive RFID tracking. Secondly, it is assumed that the amount of noise is not a problem (or 

that there is simply no noise). Thirdly, segmentation is often not an issue within an HCI 

context; therefore, few models address this issue. Finally, they generally suppose that the user 

is cooperative; an intended recognition context [18]. In our case, the recognition is done 

unbeknownst to the user (keyhole context) which means fewer definite gestures. 

 

2.2. RFID Tracking 

As we have seen, most approaches that perform gesture recognition exploit cameras. Such 

sensing devices possess the advantage of being extremely informative enabling either hand or 

objects tracking and even recognition of facial expressions. However, cameras are difficult to 

install, require very stable lighting condition, are invasive and the processing of their output 

data is highly complex. It would also be possible to use laser scan or ultrasonic methods, but 

these are limited by line of sight constraints. Many researchers, including our team, believe 

that passive RFID technology is the best option in the context of smart home. For gesture 

recognition, we could put passive tags on any objects and track their movement. A lot of 

research has been conducted on the tracking of RFID tags [12]. Despite this, most solutions 

are unusable for our context. The major part is based on reference tags [19, 20] which imply 

the deployment of a large quantity of tags fixed at known positions in order to compare the 

received signal strength indication values with the tracked objects. It is hardly feasible to do 

this for assistive smart homes. Others use hybrid technologies such as laser [21] or LEDs 

[22], but these technologies cannot be mounted directly on daily life objects. Finally, few 

approaches exploit the trilateration technique, similarly to the tracking system used in this 

paper. The problem is that they have only very limited accuracy [23] which does not permit 

gesture recognition. To overcome the challenges of passive RFID gesture recognition, 

specialized tracking systems need to be developed. 

 

2.3. Gesture Recognition using RFID 

The team of Asadzadeh & al. [11] is, to the best of our knowledge, the only one that 

investigated the problem of gesture recognition with passive RFID technology. With three 

antennas on a desk, they monitored an 80cm by 80cm area, which was divided into 64 equally 

sized square cells (10cm by 10 cm) and localized using reference tags (a technique that is not 

usable in our context). Their system is based on two important assumptions. First, the 

tracking system is considered as fast enough to never miss any cell in a sequence; that is, the 

tracked object cannot move farther than one cell away in between two readings. Second, only 

forward local moves are possible. Figure 1 below shows legal (a) and illegal moves (b-c) as 

defined in their system. 

 

 

Figure 1. (a) Legal Move, (b) (c) Illegal Moves 
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Their algorithm was tested with a dictionary of twelve gestures and obtained a 93% 

recognition rate. However, their system is not able to perform segmentation and thus, two 

consecutive gestures cannot be recognized. Additionally, their assumptions made it difficult 

to apply their system in a smart home which requires more flexibility. Furthermore, they 

worked in an intended context, where the user purposely performs gestures accurately to help 

the system, while in our case, we perform in a keyhole recognition context. Nevertheless, 

their work showed that there is potential for gesture recognition with passive RFID.  

 

3. Tracking Objects 

In order to recognize the gesture in our smart home, the first step that needs to be 

accomplished is the tracking of the hand of the human resident. However, since we prefer 

noninvasive methods, we want to avoid the use of bracelets. Therefore, we decided to track 

objects of the smart home with passive RFID tags. To do so, we adapted a version of our 

research project on RFID localization that has been published in [12]. As we explained in the 

previous version, we need a trilateration based algorithm and few solutions exist in the 

literature. In this section, we describe the different filters that we use to enhance the 

trilateration and adapt it to the particularities of the technology. We also describe how the 

algorithm was built to work with an elliptical model instead of a circular one. Finally, we 

present partial results from many of our experiments with passive RFID to demonstrate the 

contribution of each portion of the localization algorithm. Each of these experiments was 

conducted at the LIARA’s smart home that is described in the section 5. 

 

3.1. Addressing the false reading 

One of the difficulties that arises when developing tracking algorithms based on passive 

RFID technology is the false-negative reading (FNR) challenge. That problem occurs when a 

tag is in the antenna coverage area but is not detected during a period of time. This can 

happen for more than one reason. The reader can have an internal problem limiting its 

capacity for a period; the radio waves emitted from many tags can collide or environmental 

noise (metal, person, etc.) can create interference [24]. In our experience, FNRs are 

unavoidable and exist in all RFID systems. However, it is possible to limit the impact of this 

problem with simple methods. In our case, we use a function called     ( ) that exploit more 

than one reading cycle (equation 1).  

    (    )  {   
   

  
       

|     |    
          

 
(1) 

That function uses the Boolean state of a tag (  ) and modifies it in function of iteration 

value. The state changes if the current iteration number (  ) minus the first detection iteration 

(  ) of a sequence of the opposite state is higher than a constant   . The    constant was 

selected by measuring the average false reading length experimentally. Of course, the higher 

it is, the less FNRs will occur. We tested this method at a 200ms per iteration in our smart 

home (see section 5) and various values for   . The results are compiled in Figure 2. 
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Figure 2. False Readings Rate with and Without the Filter 

3.2. Stabilization of the RSSI 

The second problem that needs to be addressed in order to perform trilateration is the 

flickering of the received signal strength indication (RSSI) over a period of time. To do so, 

the signal is smoothed by using a weighted average. The first part uses a Gaussian curve 

(equation 2) which is centered on the current iteration number   .  

         ( )    
 
 
(
    
 

)
 

 
(2) 

The parameter   is the iteration number associated with the RSSI record that we are 

weighting. The   constant can be determined automatically corresponding to the number of 

iterations you want to weight (it is proportional to the length). Our general rule is to divide the 

number of iteration to weight by two to give the value of    For instance, at     the fifth 

iteration is weighted at 13.53% and the eleventh at 0.67%. The best value of this parameter 

could also be easily learned in a supervised manner. Thereafter, the mean weighted RSSI of a 

tag is computed by making use of the equation (3). 

         (     )  
∑                   ( )

  
       

∑          ( )
  
       

 

(3) 

The function takes as an entry the array (    ) containing the RSSI readings. The          
         ( ) denotes the weighted value for the i

th
 iteration. The constant    is the number of 

iterations considered for the average RSSI calculation and is necessary only to limit the 

computation (optimization). This filter was tested in our previous publications [12] and 

Figure 3 shows the improvement of the basic circular trilateration of a tag with that filter 

(estimations are closer). 
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Figure 3. Concentration of the Approximate Positions of an Object 

3.3. Elliptical Trilateration 

The last step consists of performing the trilateration. Traditionally, it is done by converting 

the RSSI to a distance from each antenna. Then, with at least three antennas, the values are 

used to create circle equation. The intersection of these circles is the estimated position of the 

tracked entity. However, the wave emissions of indoor RFID antennas are more alike to 

ellipses (directional). For that reason, our tracking system is based on elliptical trilateration. 

To transform the basic RSSI into ellipse equation, the first step was to record RSSI values of 

a tag placed at different distances in front and on the side of an antenna. With that dataset, we 

performed a polynomial regression that gave us one equation for each axis of the ellipse. With 

those two equations, the ellipses can be determined in function of the current RSSI. 

Thereafter, the idea is the same as usual. For the trilateration to work, we need at least two 

antennas on the same wall or at least three on different walls. We can find intersection points 

between a pair of antennas on the same wall easily. When on different walls, we use the 

method of Ferrari, which gives between 0 to four points. In the case that the ellipses do not 

intersect, the equations are progressively modified in proportion to the RSSI value. The final 

position is found by removing the intersection points that are outliers and doing a weighted 

average on the remaining ones. 

We implemented and tested the elliptical trilateration in our smart home (section 5) [12]. 

The system was set to 200ms per iteration, and four tags (whenever possible) were installed 

on the tracked objects. The average accuracy obtained was 14.12cm. For the purpose of this 

research on gesture recognition, we increased the speed to 20ms per iteration. Gesture 

recognition is highly dependent on the amount of data. With limited data, we might otherwise 

miss fast movements, and thus the recognition will also be limited. 

 

4. Gesture Recognition 

In this section, we present the new gesture recognition method that takes as input the 

coordinates extracted from the localization algorithm described in Section 3. The method 

depends directly on the accuracy of the localization algorithm and takes it as a parameter 

(      ). That is, a valid direction cannot be less than the average error and is probably 

significantly longer. This is the limitation of the granularity of our gestures. However, by 

performing the gesture recognition with the average error as a parameter, the model is more 

scalable since it adapts itself automatically to any tracking method. The new method also 

depends heavily on the reading rate of the tracking algorithm. In our case, as stated before, we 

obtain a new position for an object every 20ms or to put it simply; we have 50 positions per 
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second. The main contribution of this new method is on the step of identification of the basic 

directions that are generally assumed as known in the literature and on the segmentation of 

these directions which is particularly arduous with passive RFID technology. The Figure 4 

depicts the overall method that is presented through this section. 

 

 

Figure 4. The Overall Gesture Recognition Method 

4.1. Data Processing 

The first step toward gesture recognition is to ensure that the flow of incoming data is 

stable. The synchronization part is done at the step of localization. We receive the data from 

all the objects of the smart home simultaneously every 20ms. Thereafter, we have to convert 

the set of points that we obtain to basic directions. There are two essential elements to this 

step. First of all, the possible directions have to come in a limited set. Since our data is noisy, 

we think that a limit to eight qualitative directions is a good tradeoff between precision and 

accuracy. These eight directions are shown on the Figure 5 below: 

 

 

Figure 5. The Eight Direction Exploited in our Model 

In that qualitative model, a quantitative direction is converted by using its angle with the 

abscissa axis. For instance, on Figure 5 the red arrow representing a quantitative direction 

would be converted to a qualitative East. The use of qualitative direction is not only 

mandatory; it also provides many advantages. For example, it would be straightforward to 
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extend our model with fuzzy sets. These fuzzy sets could then be exploited by the Gesture 

recognition module when no direct matches are found in the gestures' dictionary. As 

discussed at the end of this paper, this is part of our future work on gesture recognition. 

The second part of this step is to infer the said direction from the points. To do so, we 

perform linear regressions. At this step of the process, we suppose that the set of data 

correspond only to one of the qualitative directions. Later in this paper, we explain how to 

perform the important but difficult step of segmentation. From a set of positions, the linear 

regression gives a linear function of the form        using equation 4 and 5. 

 

  
( (∑     )

 
    (∑   )

 
   (∑   

 
   ))

( (∑   
 ) 

    (∑   
 
   ) )

 
(4) 

  
(∑   

 
   )

 
  

(∑   
 
   )

 
 

(5) 

From the resulting equation, we can compute directly the angle from the x-axis by doing 

the       (| |) of the slope. The result of this operation leads to two opposite possible 

directions (from the qualitative framework). We chose between both directions simply by 

doing an average of the starting points and comparing it with the average of the ending points. 

To be clear, the set is divided into two equal part (if possible) and both averages are 

computed. We cannot simply compare the first and the last point because it could mislead us 

in unlucky situations. The Figure 6 depicts the situation that is generally avoided with a 

simple average: 

 

 

Figure 6. In Unlucky Situations, Taking the First and the Last Position can be 
Highly Misleading. It Doubles the Average Error obtained from the Localization 

The last but nonetheless, important aspect of the direction identification is the speed at 

which the system goes. We could let the system execute as fast as possible, but with many 

objects and a lot of incoming data, the performance could decrease significantly. Moreover, it 

appears to be clear that for a direction to be detected under uncertainty, a minimum of half a 

second of data is needed. Additionally, humans usually do not perform gestures shorter than 

few seconds. For those reasons, in our system, the recognition is only executed every 10 

iterations (200ms) and when we have at least 20 positions. Besides, we must also eliminate 

old data over time to limit escalation of computation time required as a final step. More 

details are given later about how we do this. 
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4.2. Segmentation 

Being able to identify the current direction is not the only challenge toward gesture 

recognition with RFID. Another very difficult part is to be able to understand where the 

individual directions are ending or if the object is actually moving or not. This part of our new 

algorithm is based on the correlation coefficient which can be computed using equation 6. 

  
( (∑     

 
   )  (∑   

 
   )(∑   

 
   ))

√ (∑   
  

   )  (∑   
 
   )

 
 √ (∑   

  
   )  (∑   

 
   )

 
 

(6) 

From that equation, we always obtain a value of   comprised between -1 and 1. If the 

value is far from 0, the correlation is high between the data points. Our hypothesis was that 

this information could be exploited to distinguish between an idle object (with high 

localization error) and a moving one. Knowing that, we recorded the values of several subsets 

of data during when an object was idle to learn the correct threshold of the correlation 

coefficient to exploit in our model. We found out that on average, when the object was idle, 

     . However, assuming that an idle object is moving when it is not can be very 

damaging for the algorithms using the data (keeps in mind that we work on gesture 

recognition in the goal of exploiting the knowledge for assistive smart homes). Consequently, 

we used a slightly higher value (0.5) in our implementation to decide whether the object was 

idle over the period evaluated or moving in a certain direction. 

To perform the segmentation, we exploit a divide and conquer method. The idea is simply 

to divide the data in half and redo the previous steps until stop conditions are met. The stop 

conditions are either when we have 20 positions or less or when the correlation coefficient 

drop under idle while resulting in the same direction. The idea is that by doing that, we should 

be able to identify that a data sequence, even with a good correlation coefficient value, is, in 

fact, composed of multiple different directions. The Figure 7 shows an example of such a 

situation (the coefficients are given as an example) where the data is the result of two atomic 

directions. 

 

 

Figure 7. An Example of how the Correlation Coefficient is used to Perform the 
Segmentation 

4.2.1. Decision Process: The previous step gives a tree structure where each level 

corresponds to a potential sequence of directions. To choose the sequence of direction (0 to 

n), we need to merge the tree hypothesis by comparing the various correlation coefficients at 

each level. There are three possible situations. If two leaves have the same direction, they are 

merged to the superior level. If one of the two leaves is idle but not the other, the algorithm 
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takes the decision in function of the value of  . If the direction of the lower-level leaf has a 

higher coefficient value, the conclusion is that the sequence is comprised of those two leaves. 

If it is lower, the leaves are deleted and the higher level is considered correct. The last 

possibility is that the two leaves are of different direction (but not idle). In that situation, to 

decide if they are kept, the algorithm computes the average value of both coefficient and 

compares it with one of the superior levels. At the end of the decision process, the sequence 

of directions is updated along with the approximate iteration each began and ended. The 

Figure 8 depicts an example tree structure that could be created during the step of 

segmentation. 
 

 

Figure 8. An Example of Tree Resulting from the Multiple Regressions. The 
Numbers are the Correlation Coefficients for each Part of the Dataset 

In that case, the conclusion would be that the first half of the data was NorthEast with a 

very high correlation (0.9). The second half would be composed of a short idle time with an 

East direction. However, in the recognition, the idle could be ignored if no gesture matches 

that sequence. 

 

4.2.2. Limiting the Data Growth: As we mentioned before, it is important to limit the 

growth of the dataset if we do not want the computation time to explode. To do so, we 

designed a simple solution that exploits the growing certainty of our conclusions over time. 

That is, we only reevaluate the data points of the two last direction excluding the idle time in 

between. For example, it supposes that the first three recognition iterations give respectively: 

{(1; N), (2; NE, E), (3; N, NE, E)}. Then, for the fourth recognition iteration, the first 

direction (N) will be locked, and the data associated with it will no more be evaluated. The 

data associated is the set of positions that was used to infer that direction (in the tree 

structure). 

 

4.3. Matching the Gestures 

The final part of our method consists of matching the list of identified directions to the 

gestures in the dictionary. For this part, the literature proposes a variety of methods developed 

through years of research [14, 17]. For this work, we preferred to keep that part simple as it is 

not the main challenge to gesture recognition from RFID. Once we are able to find basic 

directions and to perform segmentation, we can rely on standard methods. Our gesture 
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dictionary is a set of finite state machines representing each gesture. The selected ongoing 

gesture is the state machine that matches the sequence of atomic directions identified. 

However, the matching module is not strict. If a sequence comprising of small idle moment 

does not match any gesture, they are progressively eliminated until either the sequence match 

or until no more remain. Contrary to most work in the literature, we do not assume that a 

gesture was intended. That is because in our context, the user is a normal resident or a 

resident with a cognitive deficit that does not purposely intend to perform a gesture with the 

objects he moves. Finally, note that for our experiments, each FSM was directly designed by 

us since they are fairly small. However, they could certainly be learned automatically with 

knowledge discovery techniques. 

 

5. Experiments 

To validate the potential of our new method, we implemented it at the LIARA’s smart 

home laboratory. Our smart home infrastructure is composed of eight RFID antennas and a 

large number of various sensors (ultrasonic, infrared, load cells, etc.,) and effectors. However, 

to track objects in real-time, we need at least two antennas on the same wall or three on 

different walls. Only the kitchen zone is equipped for that purpose with four antennas that can 

detect up to three meters in front of them. The kitchen is the perfect place to track accurately 

everyday life objects since it is the place where the most complex activities of daily living 

(ADLs) take place. In fact, we think that it is not necessarily useful to have a very high level 

of information everywhere in the smart home since it would raise the cost of the technology 

without necessarily improving the quality of services. For instance, in the bedroom, most 

ADLs are very simple and easily identifiable. As it is not the purpose of this paper, reader 

should look into [25] which justify some of the technical choices made for our infrastructure. 

The antennas we are currently using are A-PATCH-0025 working on the 860 - 960MHZ 

band and are circularly polarized for a better indoor GSM coverage. The zone we want them 

to cover is approximately 9m
2
. We set the parameter of the RFID system at high sensitivity 

(almost max), and the emission rate was configured at one reading per 20ms. Each object of 

the smart home has 2 to 4 class 3 RFID tags attached to it. It is important in order to limit the 

bad angle of arrival, and thus we always select the highest RSSI from the tags. Another point 

worth mentioning is that cabinets are shielded (partially) in order for the objects inside to 

remain mostly invisible to the antennas. The shielding is done in order to reduce the amount 

of collisions from the propagation of the radio-frequency waves. The RFID system can 

support a lot of objects before the localization accuracy significantly decreases, but further 

experiments would be needed to determine exactly how many. 

 

5.1. Generation of Random Gestures 

As a first set of experiment, we implemented a simulator that generated gestures to be 

recognized by our new method. The simulator enabled us to do an extensive amount of tests 

in a short time interval that the complex protocol needed with human subjects would never 

allow us to do. The generator works simply by randomly selecting a FSM corresponding to a 

gesture in the dictionary and computing the next position using user-specified parameters. 

These parameters comprise the generation speed (ms), the object speed (cm/s), the gesture 

length (seconds) and the average positioning error (cm). The error is used to generate noise. 

We suppose with the generator that the noise follows a normal distribution. For example, if 

the object should be at (10, 0) and the average error specified is  14cm, then the generated 

position would be (       ,         ). 
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Our algorithm is able to detect gestures composed of any sequence of basic directions. 

However, in a first time, we wanted to compare our performance with the only other RFID 

based gesture recognition model, so we decided to reproduce their experimental setting. In 

their experiment, Asadzadeh et al., [11] used only four basic directions. On average, their 

gestures lasted 4.5 seconds at 20cm/sec. Their localization algorithm was, although unusable 

in our context, more accurate than our method with an average error of approximately 10cm. 

We used that error for the simulation but reduced the length of the gestures to approximately 

40cm per basic directions. Moreover, to test our segmentation, we added a random variable to 

the distance (-10 to +20 cm). We also added the idle gesture in the dictionary because in a 

realistic context, most of the time, objects are idle. The Figure 9 shows the set of gestures. 

 

 

Figure 9. Example Gestures used for the Experiments. Eight are Composed of 
Two Directions, Four of Only One. The Last on the Picture is Idle 

We let our generator work for about 2000 gestures generated randomly, and we obtained 

positive results (86% success). Table 1 details the results that were obtained from this set of 

tests. The most important thing to understand is that recognizing the directions was not 

difficult; most of the errors were due to the process of segmentation. It means that with the 

same assumption (no need for segmentation) of the team of Asadzadeh et al., [11] our new 

method would have performed better. The other errors are mostly misclassification between 

the idle and real directions which is also significant since Asadzadeh et al., [11]. did not 

include that possibility. 

Table 1. The Results Obtained from the Simulation 

Gesture True Positive False Negative False Positive 

Idle 157 14 116 

Front (F) 149 26 8 

Back (B) 142 23 11 

Left (L) 145 14 13 

Right (R) 151 20 16 

Left Front (LF) 156 21 18 

Left Back (LB) 163 12 12 

Back Right (BR) 139 25 13 

Right Back (RB) 126 29 9 

Front Left (FL) 158 21 17 

Front Right (FR) 155 13 14 

Back Left (BL) 137 29 11 

Right Front (RF) 148 27 16 

 
1926 274 274 
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5.2. Experiments with a Human Subject 

Since the results obtained from the gesture generator were good, we decided to conduct a 

set of experiments directly in the smart home infrastructure. For that purpose, a human 

subject was asked to perform each gesture a total of ten times. The protocol of Asadzadeh et 

al. [11] was exactly reproduced this time. The human was using a standard cup of coffee with 

four RFID tags on it and the system used the position of the cup to infer the gesture. The cup 

was initially put on the kitchen counter for the tests. A physical guideline was put beside the 

cup to show the human subject the average distance and direction that should compose the 

gesture. Therefore, he had only to approximately move the cup following that guideline. The 

appropriate guideline was installed before each series of tests (for a gesture). No particular 

instructions were given to the human for the initial position he should begin the gesture. 

Sometime the human has held the cup in his hand before start and other times he just 

performed the gesture right away on the kitchen counter. The results of the experiments can 

be seen on Table 2. 

Table 2. The Results from the Set of Gestures Simulated by a Human Subject 

R L F B FR BL FL BR RF LB LF RB Idle Total 

9 8 7 9 7 8 8 7 7 8 7 7 9 77% 

As shown on the table, the results are slightly inferior to those obtained with the generator. 

There are two explanations to this. First, the noise in the data obtained from the RFID system 

is actually not following a normal distribution. It means that often, when the data begin to be 

inaccurate, it moves in a distinguishable direction which can be recognized and thus, it creates 

some issues with the segmentation process. Secondly, in a realistic environment, there are 

unpredictable interferences that lead to recognize directions that never happened. For 

example, if the human is hiding one or many antennas for a certain time, this might lead to a 

significant modification of the estimated position and thus to identify a movement that is not 

real. We think that, in the future, these patterns could be learned and recognized and thus 

removed from the dataset whenever necessary. 

 

6. Conclusion 

In this paper, we presented our first attempt to address the problem of gesture recognition 

from passive RFID technology in smart environments. Before us, this technology was 

avoided in that field of research since it is considered too imprecise. The model we developed 

deal with the imprecision at many levels. First, it tries to improve the data directly collected 

from the RFID. Second, the localization method is adapted to the precise context of smart 

home.  Third, the recognition method tackles the challenge of recognizing basic direction 

which few papers discuss in the literature. Finally, our model uses a novel method based on 

the correlation coefficient to perform the segmentation of a continuous stream of data. 

The recognition of gesture would be very useful toward the implementation of the assistive 

smart home vision. In particular, it would enhance context modeling and help with human 

activity recognition. However, there are still many challenges toward the real-world 

applications of passive RFID gesture recognition. One limit of this work is the dependence on 

the absolute Cartesian position. This limits the scalability of such system to other smart 

environments. In future work, we aim to address this issue by exploiting relative positions of 

objects in the environment. We also aim to conduct further experiments with a bigger 

dictionary of gestures. We are working to obtain an approval certificate from the ethical 
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committee in order to conduct larger experiments with normal and cognitively impaired 

subjects. We also aim to improve the model by adding fuzzy inference to the recognition and 

by learning the gesture models automatically. Finally, we constantly work on the localization 

algorithms in parallel in order to improve the data. As the reader probably noticed, gesture 

recognition with RFID is highly dependent on both the improvement of the technology and of 

the localization algorithm. 
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