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Abstract R

This paper proposes a human action recognition algorithm which can b \Qﬁtly
applied to a real-time intelligent surveillance system. The proposed method Sifi€s human
actions into walking, sitting, standing up and unusual action like faint and @0 n. Also,
in the case of detecting unusual actions, it offers an alaﬁsmartp monitor the
object of interest. This method models the background, o e differencg’image between
input image and the modeled background image, extre®e %silh uetthhuman object from
input image and recognizes human actions. In to re% uman actions, the
proposed method uses direction vector of movement and link codes of movement dependent
histogram (LC-NMDH). Firstly, NMDH is co@(ed by» dividing the motion information
histogram into ten parts and saving the value of each,part. LC-NMDH is defined as
the values which records a chain code of NNNDH of eqc t.

Human actions are classified into king, si ’e\g ding up and unusual action. The
proposed method was examine en peopleNthrough sequences captured by a web
camera. The proposed algo% cientl %ssified human actions, detected unusual
actions and provided an ala ervi% st result showed more than 99 percent
recognition rate for each a@u by the KS method.

Keywords: Risk N?\QQ tm,@&ction Recognition, Histogram
1. Introdu Q

There is a ing in
up with ways to deal/\Vi

n establishing local and international safety nets and coming
the dangers individuals face on a daily basis. To satisfy these
needs, surveillanc ms have been developed and installed everywhere. The previous
surveillance sy: using CCTV cameras require people to manage programs for
nd emergencies. Under this system, managers’ judgment and decisions are
ial in an emergency. So their poor management can lead to huge economic
vy damage.

lligent surveillance system can improve the problem of poor management by
n@ the system analyze positions and patterns of the object and respond to each situation
based on digitalized images sent from surveillance cameras [1]. As advances in scientific
technology create ubiquitous environments, an intelligent surveillance system linked to home
networks could build intelligent home networking systems forward. Such an intelligent home
networking system is utilized to monitor infants, seniors living alone, and the physically
challenged. Studies on human action recognition technologies are being conducted to detect
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emergencies. Human action recognition technologies are applied to various fields such as
video surveillance systems, human-computer interaction, video indexing, and sports video
analysis. Human action recognition follows three steps: preprocessing, action modeling, and
action recognition. In the preprocessing step, the object of interest is extracted and the
background is subtracted [2]. Action modeling is a step to model human actions and get
information needed for action recognition. For action modeling, there are two approaches:
body structure approach and holistic approach. Body structure approach models human
actions and then gains information needed to recognize actions. The holistic approach is
based on the entire contour of the human body [3]. Body structure approach is divided into
top-down [4] and bottom-up [5] approaches. Top-down processing first models body structure
and matches input images with the modeling. Bottom-up processing first detects specific
body parts from input images and connects them. This approach requires a lot of caleulations
because it has to detect each part of the body and estimate actions. QV
The holistic approach extracts bodies as objects and models actions ?{T
contour, texture, silhouette, location, trajectory, and velocity of objects. Sjnge
models bodies holistically and requires less calculation
holistic approach is widely used [6]. The features of ombined with
occurring events are used as basic information to regegftize®human attioms. Methods which
extract objects of interest from video images and @ ize th \?\ores and actions have
steadily been studied and developed depending_on Tiffiage reccm [7-9]. However, the
existing methods have to learn the charactenstm%ractedafr uman body data before they

form,
approach

come to recognize and estimate human a@tl postures eans that they require a lot
of training data and complex tralnlng

The proposed method does not us ng d faster recognition. It proposes an
algorithm which can recognize (u tlons li Iking, sitting and standing up, and
unusual actions such as famu% mg do urthermore, in the case of unusual action,
it sends an alarm message to sm one e person of interest.

Section 2 describes the s of obj ctlon action classification, and alarm service.
Section 3 evaluates t@brman e proposed method, and section 4 provides
conclusions. Figure ystem e proposed method.

processing unit
6 |
CaMmerd ( network
»{Q '

mobile device
feature profile

Figure 1. System of the Proposed Method

2. The Proposed Method

This paper proposes a method to recognize usual actions like walking, sitting, and standing
up and unusual actions like faint and falling down, as well as service an alarm for the unusual
actions. First, the proposed method models the background and separates objects from the
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background by using the difference between the modeled background and the input image
captured by a single camera. The proposed method extracts objects using the background
information. Then, it classifies human actions into four categories : walking, sitting, standing
up, and unusual action by using a normalized motion dependent histogram (NMDH) and face
movement trajectories.

notification of
human behavior
1 walk

sit
human behavior f stand up
recognition

object’s velocity data

motion dependent
histogram{MDH)

uence, 0

Figure 2. @{mrt of s%oposed Method

2.1. Background Modelin Ject \tlon

The proposed metho cts ob ectswby usmg the method proposed in [10, 11]. The
proposed method firg ins the ence image between the modeled background images
and each input ong= dlffere e is an image where the background and the object
are separatedsTTan\input im ha a pixel value between high and low thresholds on three
planes, it is Jackgro therwise, it is an object. The following is the equation to

separate objects from % ground.

[0 . Th<IG.y)<Th, @)
@B(Ae}) = {255 . otherwise

O/ indicates the location of the input image. In the binary image, an object is
% ) and the background is black (0). By combining the results of three planes, the

g image is produced.
e binary image has various segments which are not included in the object. Thus, we
reduce segments and noises by using morphological filters and acquire the background-object

separation image B (x.y).

2.2. Parameter for Classifying Object’s Actions

Human actions are recognized by the change in a human makes. For example, the upper
portion of human body moves down for sitting, up for standing up, and sideways for walking.
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Therefore, in order to classify walking, sitting, standing up, and unusual actions such as
falling down and fainting, the proposed method uses two parameters of NMDH and the
direction and the velocity of human movement. The first parameter, NMDH is defined by
normalizing the histogram of an object’s movement for four actions. The other parameter, the
direction and the velocity of human movement represents a change in one;s position. The
proposed method detects the facial area of extracted objects and uses the direction and
velocity of the movement of the center point in the area.

First, NMDH is acquired by using motion information histogram (MIH) in [10]. The
values are computed by dividing the histogram of MIH (motion information histogram) into
ten parts and saving the median value of each part. The proposed method calculates MIH by
using motion information of objects and determines human actions by extracting MIH
features of each action. Equation (2) is the equation of MIH. \/o

MIH = (FB « FC)-FB 0 )

where FB indicates the background-object separation @‘ vipus frame. FC
indicates the , background-object separation image of t ‘e’ stands for
“exclusive-or.” MIH is a value defined only by ob@ otio urrent frame when
objects’ movements are detected between previous a rrent fra able 1 shows MIH of

four actions [10]. .
Table 1. MTI\QZgr A@&
1@ g\‘
Action H@b sitt] > tanding Unusual
TR
o @ | NN | |
N \‘

To use N actionmion parameter, the proposed method records a chain
l@ gach

code of NM rt rding to Table 3 and defines LC-NMDH as the linked chain
codes of NMD @
As objects move, t ion of an object’s face changes. This paper detects objects’ faces

classification par .
O& "
o, 4 :

and tracks the ch@ the facial area. The direction of the movement is used as an action
er

Figure 3. Chain Code
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Table 2. LC-NMDH

Action String of chain code of NMDH
Walk 1-1-1-1-7-7-7-7-7
Sit 7-7-7-7-0-0-1-1-1
Stand 1-1-1-0-0-0-0 -0-7
risk 1-1-1-0-0-0-7-7-7

We detect faces by looking for skin color information of the upper part of objectsNbodi
Table 3 shows the changes of the center point in facial location with + and -. In ,

indicates “irrelevant.” Q
Table 3. Center point’s Change of Facial Regio‘q\&ttio ssification
NS <
oint o \/’
Action
X AN
walking \%*

3 ’\Q : N
sitting \)* . +
Ho 7
standing .,S *s(\ -
9’ h
Unusual actign ° +
s e
2.3. Object Action CIa% on and @I Action Recognition
ec

The proposed m ognizes%sual actions first and then classifies the rest of the
three actions. Fig a flow oficlassification of the four actions, and the following is
the action re i

1. Detect

locity of face area of process 1 and the result of process 2 falls into the unusual
gory, classify it as “Risk Situation.”

therwise, classify the rest of the actions based on Table 3 and process 3
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Object image
\
| |
Detection of face region of Computation of LC-
object NMDH .
! L R |C-\NMDH of
- 4 action
Computation of moving Computation of
direction and velocity of Levenshtein distance LC-
Face region NMDH

|

‘ Y Vs Risk V
Velocity >Vin situation ? ;
No 0
Risk
6& \(/O

 Classification of acti

of the o@ 6
Figure 4. Flowchart of C ﬁ%\%a“%n%d 4 Actions of Object

The distances between LC-N proc LC-NMDHs of Table 2 are calculated
by using Levenshtein distanc fofl is the Levenshtein algorithm to calculate
the distance between strings ®

Levenshtein ompu
Output di betwe

opeéwlst edlt Ilst[]

Algorithm
1. C the@ofx r: the length of y
2. Create the array D[0"" ""'r] [0 ""c] of (r+1)*(c+1)
3. &Uto c) D[O][i] =1;

or(j=0to r) D[j][0] = j;
@ for(j=1to r)

6. for(i=1toc) {

7 if( *i = ¥1i) scost=0; else scost=1;

8. D[j1[i] = mininum(D[j-1][i]+1, D[jI[i-1]+1, D[j-1][i-1]+scost);
9 act=the minimum operation in the line 8

10. if( act="substitute’ and scost=0)

act="no change’;

212 Copyright © 2014 SERSC



International Journal of Smart Home
Vol.8, No.5 (2014)

11. action[j][i]=act;

12. }

13. d=D[r][c];

14.  j=r,i=c;

15. k=1;

16. repeat{

17. if (action[j][i]="insertion’)
{edit_list[k]="insertion’;j--}

18. else if (action[j][i]="deletion’)

{edit_list[k]="deletion’;i--} \/
19. else if (action[j][i]="substitution”) Q
{edit_list[k]="substitution’;j--; i--} @

20. else if (action[j][i]="no change’) Q\*

{edit_list[k]="no change’;j--; i--
21.  k++;
22.  }until(j=0 and i=0);
23. reverse the order in edit list]]

Figure 5. L@&gten*@lthm
Table 4. \e@‘shtem E sx-nce of Actions

\y‘o

alk-risk | Sit-stand | Sit-risk | Stand-risk

4
actions Wal Walk 5@

Levenshtein’s

distnace S}é o c 5 9 9 2
Table 4 s co b| n of four actions and the Levenshtein distance between LC-

NMDHs of

Figure 6 shows th
walking computed
frames, there w
concerning_ ten pa

shteln distance between LC-NMDHs of sitting, standing, and
nput frames and reference ones form table 2. As for input 110
2 errors for each action. These errors were made by disagreement
of NMDH and the median values.

A g

stand walk

mmmmmmmmmmmmmmmmmmmmmm
SANAMMIchNOORRBOAA] g

(a) Sit (b) Stand (c) Walk
Figure 6. Levenshtein Distance of each Frame for Each Action
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According to Table 4, the Levenshtein distances between LC-NMDHs for three usual
actions are higher than five. In the consideration of possible errors in calculating LC-NMDHs
between objects, the Levenshtein distance between input frames and reference is below three.
Therefore the proposed method classifies actions where the Levenshtein distance is lower
than two.

2.4. Smartphone Alarm Service

When the proposed method detects an unusual action classified in Section 2.3, it notifies
via smartphone to monitor the status of the object of interest. Figure 7 shows Server—Client
mechanism for monitoring the object of interest. The server consists of connected modules,
video input and storage modules, risk recognition modules, risk alarm modules, and video
transfer modules. The client consists of the connection modules, risk signal mo |t(Wﬁd
receiving modules, app-activating modules, and risk verification modules. ’v

i

connection module ‘ﬁ:
nlection
_ Video input and store
mo ule Risk S|g mtonng
: and gJmodule

Risk sntuatlon >
recognition modul cessmg app-

v ating module

Risk alarm le &\
vid @ Risk sntuatlon

verification module

ule

Figure 7. Serve«r\@%t Mec {sl}s'm for Risk Monitoring of Human Object
3. Test and Re \Q

This pape Wlth o. und and input images on a real-time basis with a camera to
analyze the capauty Q roposed method. The resulting images show that each of the
seven participants ur different actions such as sitting, walking, standing up, and
falling/fainting a wo different indoor backgrounds. Intel cpu (2.0GHz), 1G RAM,
Visual Studio, 2088,"and OpenCV 2.1 were used. The resolution of the input image was
640x480 Zw.and the sequence was recorded at 15 frames/sec. The test of the risk
notificw ice was conducted on Eclipse Android-based APIs level 8 in HVGA skin and
SD ca yte

(a) Walklmage - ét'b).Wnallglmage -
(before) (current) of (a) of (b)

(c) Object Image (d) Object Image
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(e) MDH of (c) and (d) (f) Motion of (c) and (d)
Figure 8. Result Images by the Proposed Method
Figure 8 shows the resulting images of the experiment. (a) and (b) are input frames of a
walking action. (c) and (d) are the result to extract its silnouette and corner points after

extracting a main object from images (a) and (b). (e) is NMDH of (a) and (b), and (f) is the
trace result of a walking action

¥
WP >

walk

4 - — it

Levenshtein distance
w

e stand

zi .,\—

T T B
~m~ 0 oo

31
37
43
49
103
109

(=)
r

Leve%em Distance For walk Action

Figure 9 shg evensht stances of LC-NMDH of walking, sitting, and standing
up in 110 ‘w acti n@nes It demonstrates that Levenshtein distance precisely
classifies act| 0

Figure 10 (c) show: enshot of initial menu, , and Figure 10 (d) depicts a screenshot of
the alarm service. JAyrtbérmore Figure 10 (e) portrays an image of the smartphone alarm
service applicati

(a) Walk Image (b) Risk Image
(before) (current)
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D@ 8:34am ANl E 8:34am
RiskSituation RiskSituation

server connection
L

| receiving risk situation signal

(c) Initial Menu (d) Alarm of Risk Situation  (e) Video of Object .
Figure 10. The Entire Notification Process of the Proposed Sys K/

When the risk situation such as (b) is generated, the proposed method notl ie situation

to the smartphone as in figure (d). If the user clicks the bu r«wdeo e video of
the object is displayed such as in image (e).

Table 5 shows the result of the proposed meth on people with the
number of frames recognized by the proposed algo hIS i 300 frames and the
average recognition rate. Since unusual actions aré=s@iddenly t , we do not limit the
number of frames. The proposed method detec king, si and standlng 99 percent of
the time and unusual actions 100 percent th e. This is use changes in lightning and
wrong extractions due to noises lead to w tect MDH.

Table 5. The Re@wf Hum \IOI’I Recognition

Action ng \lttmg Standing Unu§ual

Action

1 AQ 300 \ 298 300 -
gf\\ @ 300 298 -
\‘

m e. 298 296 300 -

Nt
4 300 300 300 -

(
5 AN\ 299 296 298 -

) Q 296 300 300 -
,\%7 300 295 299 -

(%gnition Ratio 99% 99% 99% 100%

o
4. clusion

This paper proposes an algorithm that extracts object movement by using the difference
image between background and input images captured by a single camera. The algorithm
classifies objects’ actions, provides an alarm service in risk situations, and monitors them at
clients’ requests. In order to efficiently extract objects, various backgrounds are modeled. We
classify human actions into walking, sitting, standing up and unusual action like faint and
falling down. As an action recognition parameter, the NMDH traces objects’ facial areas.
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Then, by using Levenshtein distance, the proposed method classifies actions based on
velocity and direction of movement regarding facial areas. By combining two parameters,
actions are finally classified.

Furthermore, the proposed method of the sequence captured by a web camera is examined.
The proposed method successfully offers an alarm service of risk situations and shows more
than a 99 percent detection rate for four actions. The proposed method does not require
complex training data or algorithms and can have various applications such as surveillance
cameras or u-Health in the ubiquitous environment.
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