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Abstract
*
In this paper, a resilient device monitoring system is proposed in which agents.on te
devices can collaborate with each other. The system consists of collaboration gr roxy
servers and a device monitoring server. A collaboration group consists of P tsand a

P2P host which represents the collaboration group. The systemiis gesilie nse that it
finds an alternative P2P host or proxy server to continue it s in the of a failure of
sages and flow

the original ones. Communication protocols including ufica
sequences for finding alternatives are proposed in @ ,Yand e implementation results
are explained.
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1. Introduction \®

A device monitoring syste nltor |V|t|es of remote devices in order to
manage the devices remotelys ou the r operators to visit the places where the
devices are located [1-5]. Téglca exam such monitoring activities are control of the

device activities, value set in the d error monitoring, remote install and execution
of new programs in th es, etc.

eca se visiting a remote device would require a great
deal of time and e king.i feult to promptly respond to unexpected circumstances,
numerous remote (e monitor ystems have been developed. Examples of devices to be
monitored a@ nal H care devices, game terminals, home appliances, lighting
equipment, a arious devices. Usually, an agent is installed in the device to
communicate with a onitoring server for the purpose of remote device monitoring
[6-10].

Most remote e onltorlng systems that have been developed thus far are based on 1:1
communicati een a remote device and the device monitoring server. However, as
devices be marter and as users needs become more diverse, it becomes more difficult
for the exigsting systems to deal with the following problems:

Lack of ability to react to environments in which collaboration is

% equired: In order to meet the current trend of lighter, smaller and cheaper

devices, devices are required to execute collaborative work to compensate for

the diminished computing and communication power of the devices. Typical

examples can be found in the area of distributed sensor networks, in which most

sensors do not have enough communication power to send data to the remote

server. All the sensed data are sent to the adjacent sink node and the sink node

in turn transmits the data to the remote server [11-12], which demonstrates the
collaboration work of communication.
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Another type of collaboration work can be seen in game terminals. In the past,
users would enjoy their games through one game terminal, or through several
game terminals connected to one game machine. Recently, users have wanted to
enjoy their games in a way that is location-independent (i.e., enjoy the same
game with different game terminals in different locations). For example, users
want to play the same screen golf game in different locations with different
screen game terminals [13]. In this case, screen golf game terminals located in
geographically remote areas must be able to collaborate in order to ‘place’ users
in the same game.

However, most of the existing device monitoring systems would suffer from
degraded performance because only 1:1 communication between devices and the
server is provided, and the problem of bottlenecks at the server would oecur.

® Occurrence of security problems due to excessive prop of
sensitive data: The data sensed by devices may include sensitiv, such as
personal biomedical data. Therefore, device monitoring system ust pay
special attention to the sensitive data which travelda way from

remote devices to the server in most existj ice, moRitgring systems,
increasing the risk of exposure of sensitive, Bata [14]. n\?ote devices in a
specific area (i.e., user’s home) can coIIa with er to process most
of the sensitive biomedical data, only a smaft portion of\the data would travel to
the server, decreasing the exposure rib . %

In this paper, a resilient device monit system iN posed in which agents on

remote devices can collaborate with \ er. Tl@stem consists of collaboration
groups, proxy servers and a device %ring A collaboration group consists of

P2P agents and a P2P host whi resents ollaboration group. The system is
resilient in the sense that it L@O Iterpati\ey,P2P host or proxy server to continue its
works in the event of a failu ft ?gl I ones. The remainder of this paper is

%the previous studies related to this study.

organized as follows. S n 2 des&

Section 3 explains ch n of the em proposed in this paper. Next, Section 4
describes the resu& he impl tation. Finally, Section 5 draws conclusions and
discusses some d'(( s for résearch.
2. Relate(@dies 6@

2.1 Device Manag

The manage f remote devices has been one of the hot issues in various applications
[1, 15-17]. ently, some studies of remote device management have been focused on PHD
(Personal §Fﬁare Device) management systems, because continuous monitoring of patient
health i uired in ubiquitous healthcare environments [15-16]. Remote management
pulse oximetry and medication dispenser were studied, in [15] and [16],
vely.
e system UbiMMS is comprised of medication dispensers and a monitoring server, as
shown in Figure 1 [16]. Once medication schedules and system settings are configured
manually by users or automatically via the remote monitoring server, the configured
information is stored in memory. When the real-time clock reaches the medication time, the
alarm notifies the user through a buzzer that it is time to take medications. If the user presses
the dispense button at that time, the predetermined medications are dispensed. The medication
dispensers transmit the patient’s medication and device status and device configurations. The
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medication status is transmitted periodically, whereas the device configurations are
transmitted whenever the monitoring server sends a request. Information on the occurrence of
events such as a shortage of medication, medication jam, memory overload, software error, or
non-adherence is transmitted immediately. The monitoring server sends the received status
data and configurations to medical staff and system administrators via a medication monitor
and a system monitor, respectively. In addition, it generates management operations to
manage configurations, software, and medication dispenser errors if necessary [16].
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Figure 1. Uw& MQd@Oh Monitoring System
2.2 Collaborating Agents @ Q
g

Figure 2 shows the stfucture of thea ent-based device management system designed in the

earlier studies [18, e sy sists of agents, P2P hosts, and an Agent data server.
Agents can ex a@( eir local h each other in the same group via a P2P host in the
group. Upon g data an agent in the group to which the P2P host belongs, the
P2P host savesthé data t al database and transmits the data to every agent in the group.
Only one P2P host exij group to represent the group, which means that transmission of
data outside the gro, t be performed by the P2P host [18, 19].

P2P hosts can,@orate with other P2P hosts via the Agent server. The Agent server can
tasto P2P hosts in response to a request from them. In addition, the server issues
onfigure settings or update programs of the P2P hosts. The server also
communi€ates with the P2P host to authenticate an agent when the agent logs in.

f@ (a) and (b) shows the structures of the agent and a P2P host proposed in the
udy [15-16]. The agent consists of a session handler module, a network
modufe, a message handler module and a manager module. The session handler module
manages the communication session. Along with the network module, the module deals
with communication with a P2P host. Because communication messages transmitted in
the system are represented in XML [20, 21], it is the responsibility of the message
handler module to parse, analyze, or generate XML messages. The manager module
transmits XML messages to the P2P host in the group to which the agent belongs. As
shown in Figure 4, the agent in this study consists of various classes, such as an

multicast d
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IPC_Controller class, a User Object class, a NativeMethod class, an IPC_Structs class,
an XMLFactory class, and a P2PClient (or a P2PHost) class.
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Figure 2‘.8&@% of an Agent-based Device Management System
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3. Remote Device Monitoring System
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Figure 5. Device Monitoring Sys@cmlab&on Environments
Figure 5 shows the resilient de '@nit %b em proposed in this study in
collaboration environments. The s% nsists 3‘% oration groups, proxy servers and a
i ons

device monitoring server. A coll n grou ts of P2P agents and a P2P host. When
a user logs into a mobile devi P2P a E@alled in the mobile device is activated. To

perform cooperative Worksée&agent create a new collaboration group by itself or

s
erp
P2P Agent Yemep,

lc\ s
(Home Appliances) P ang,
ds

P2P Host

0
%

join one of the existing ration g . When a P2P agent creates a new collaboration
group, the P2P agent® e@es a P2 st of the collaboration group, representing the group.
In a collaboration “WP2P a rahsmit messages between them through the P2P host of

agents and a(p erv ass through the P2P host of the group, and all the messages
transmitted in‘the system resented in XML.
The device monitorj tem in this study performs device management tasks for remote

device managemen mote error reporting. The device monitoring server in the system
manages mobile devices remotely through the following items:
t

the group us P commuriigation protocol [22, 23]. All the messages between P2P

) entStatus: represents the status of the agent in the remote mobile device to be
ged
o entVersion: represents the version of the agent installed in the device

Manufacturer: represents the manufacturer of the device
Network Info: represents IP addresses and ports for device, separated by *:’
The device monitoring message is generated by the agent of the mobile device to transmit
in XML to the device monitoring server via the P2P host and the proxy server to which the
agent belongs. An example of the message is shown in Table 1.

Q OSVersion: represents the version of the operating system installed in the device
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Table 1. Device Monitoring Message in XML (An Example)

<Device_Monitoring>
<AgentStatus> 0 </AgentStatus>
<AgentVersion> 1.0.0 </SoftwareVersion>
<OSVersion> Windows7 </OSVersion>
<Manufacturer> Samsung </Manufacturer>
<NetworkInfo> 210.125.31.70:1308 </NetworkInfo>
</Device_Monitoring >

The device monitoring server recognizes the errors that occur in a mobile device by
referring to the device management message transmitted by the device. Error items defined in
this study are shown in Table 2.

\/‘
Table 2. Error Items to be Reported f'/& ’

Error Items Value Comments# \_J/
OK 000 No errors \% } »
Bad proxy server 001 Failure to acc%&e rox$serve
Bad agent 002 Error ocm n th ageN
Bad collaboration group 003 Failure tmmion group

Examples of the error reporting message %\m inT %3 through 5. From a device
agent, the device monitoring server recei¥ @ error 2 rt g message shown in Table 3,

when there are no errors in the device a % messages on a proxy server and a
collaboration group are shown in Tab'i tively. When the device monitoring
server receives an error reporti @ ge b proxy server, the device monitoring
server tells the related P2P hes%/ c

S
h prQ@ver they should access. When the device
monitoring server receives an error repokti essage on a collaboration group, the related

proxy server releases the r session een the error reporting P2P agent and the related
P2P host to allow the.a join %h ollaboration group.
i

ng Message in XML (No Errors)

T@\ Error@o
>

<ErrorRep0r@quest
<ErrorStatu 00 </ atus>

</ ErrorReportingRequ%

Table@ror Reporting Message in XML (Bad Proxy Server)

> 001 </ErrorStatus>
> 210.125.31.70:1305 </Proxylnfo>
ortingRequest>

</pTo
b_l_

able 5. Error Reporting Message in XML (Bad Collaboration Group)

<ErrorReportingRequest>
<ErrorStatus> 003 </ErrorStatus>
<CollaborationGroupID> 0012 </ CollaborationGrouplD >
</ErrorReportingRequest>
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Figure 6 shows the flow sequence of a Bad proxy server error. When an agent tries to login
and finds that the related proxy server cannot be reached, the agent sends the device
monitoring server an error reporting request message (error reporting message on Bad proxy
server), as shown in Table 4, in order to request an alternative proxy server to login. Upon
receiving the error reporting message from the agent, the server recognizes the failure of the
proxy server and sends the agent an error reporting response message to tell the agent the
alternative proxy server to use for login. Then, the agent tries to login to the alternative proxy
server and performs the normal login procedure.

P2P Agent Bad Proxy Server New Proxy Server Device Monitoring
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Error Reporting Request N
Em
rting

(EmorReportingData)

:l Ched
Eror Reporting Response R4
Nl (EnorReportingResul)
Set the Pray -
l—) Sener oo
Log In Request \
(LogInData ManagementData, InRequest 4y

EmorRepertingData) {LogIn@sta, ManagementData, heck
‘orRepartingData) Check from

~ Database
*
o oo teiRepee \ a

v

Iy

o L?t@_ _ :| and Management Data
{LogInResult, ErorReporting)
Figure 6. Flov%%’lce 0@ Bad Proxy Server Error

Figure 7 shows the flo uence 0 Qcollaboration group error. When an agent tries
to join a collaboratiop nd findg that“the related P2P host cannot be reached, the agent
eporting request message (error reporting message on

on receiving the message from the proxy server, the server

boration group and allows the related proxy server to choose
ration group. Then, the new P2P host sends response messages
P agents in the group. Upon receiving the message from the new

for connection to a
P2P host, the age
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4. Results O \\/

The system explained above is |mplemente re 8 sh screen shot that illustrates
how the system is working when the Bad server er ccurs. In this figure, a P2P
sends an ErrorReportingRequest messa evice monitoring server after the
P2P agent finds it cannot access the r g@prox hose IP address is 210.125.31.72.
The content of the message is s o the up t of the screen (‘Send XML”). Upon
receiving the ErrorReportingReq essage device monitoring server sends the agent
an ErrorReportingResponse mes content of which is shown in the lower part
of the screen (‘Receive X The se teNs the agent that the alternative proxy server is
210.125.31.70.

O Eigure 8. A Screen Shot on the Bad Proxy Server Error

clusion and Future Research

In this paper, a resilient device monitoring system is proposed, in which agents on
remote devices can collaborate with each other. For the original P2P host representing a
collaboration group, the system finds an alternative P2P host to maintain the related
collaboration group work. Also, the system can find an alternative proxy server when
the original server cannot be accessed. Communication protocols including
communication messages and flow sequences for finding alternatives are proposed in
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detail, and some implementation results are explained. For future research, efficient
methods of selecting from among alternative candidates will be studied.
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