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Abstract 

Since text mining has been assumed to apply for unformatted text (document), it is 

necessary to represent text with simplified models. One of the most commonly used models is 

the vector space model, in which text is represented as a bag of words. Recently, many 

researches tried to apply a graph-based text model for representing semantic relationships 

between words. In this paper, we surveyed research trends of graph-based text representation 

models for text mining. We summarized the models, their features and forecasted further 

researches. 
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1. Introduction 

Text mining is an area of data mining and its goal is to analyze unformatted text and to find 

out the hidden knowledge of the text. Traditionally, one of the most commonly used models 

for representing text is VSM (Vector Space Model) [1], in which frequently used words and 

their weights were expressed as vectors. However, because of the simplicity of VSM, we 

could not fully express semantic meaning and context with VSM. In order to solve the 

problems of the VSM, text mining researches based on graph model have been actively 

carried out after year 2000. An advantage of text representing model based on graph is that 

you can clarify the document meaning with words, phrases, concepts, and relations. 

In this paper, we will analyze the research trends of text mining which are based on graph. 

At first, we will delve into researches on the vector space models, and then, we will 

systematically summarize the graph-based text models according to their characteristics. 

 

2. Vector Space Model 

In VSM, a text is represented as a point in an n-dimensional space. Since VSM can 

represent an atypical text with a simple and formulaic notation, various algorithms, which had 

been used in data mining, can be applied without any modification. Because of the advantage, 

many researches on VSM are being actively carried out. However, VSM also has following 

disadvantages due to its simplicity [2]. 

 

 If two documents use different words for similar meaning, their similarities 

cannot be computed easily. 

 The meaning of a text or the structure of a text cannot be expressed in VSM. 

 Word appearance sequence or word relationship cannot be represented in VSM. 
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Various researches have been carried out in order to solve these problems described above. 

Until the present time, the graph-based text representation model has been recognized as one 

of best solutions for these problems. 

 

3. Classification of Graph-based Text Model 
 

3.1. Classification by Graph Format 

A graph G is derived from a text or a text set can be expressed as follows: 

G = { V, E } 

In this notation, V and E represent the set of nodes and edges respectively. With this 

notation, we can represent various graphs models according to the definitions of V and E. In 

this paper, we classified the graphs in detail according to the node representation and the edge 

representation. 

 

3.1.1. Node Representation Method: Nodes of graph G represent text components, such as, 

words, sentences, paragraphs, and texts themselves. Also, nodes can represent concepts which 

could be considered as semantic components. According to the definition of the model, a 

node can represent one component, or more than one component. If a node represents one 

component, it is called homogenous representation. If a node represents more than two 

components, it is called heterogeneous representation. In addition, nodes can be either 

weighted or unweighted, depending on whether or not assigning weighted value into the 

nodes. 

 

Homogenous vs. Heterogeneous Representation 

In common notations used in homogenous representations, a node indicates a word as 

shown in Figure 1 [3-8]. Co-occurrence information between two words is usually expressed 

in the graph. Co-occurrence means that two related words are appeared at the same time in a 

sentence. In that case you need to connect the words with an edge. Grammatical associations 

between words or semantic similarities could be expressed using a graph [10]. Since this 

representation is simple, the cost for building and analyzing a model is low. Another 

advantage of this representation is that the existing algorithms used in the vector space model 

can be applied without any modification. In some researches, they also used homogenous 

representations, in which sentences, paragraphs, or concepts are represented as nodes [12, 17, 

18]. 

In heterogeneous representations, more than two different typed components which could 

be words, sentences, texts or concepts are represented as nodes. One of the most common 

heterogeneous representations is a bipartite graph [11, 15]. For example, Figure 2 shows an 

example of the bipartite graph composed of documents and concepts. 
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Figure 1. An Example of Homogeneous Representation Model 

 

Figure 2. An Example of Bipartite Graph 

Weighted and Unweighted 

In weighted representations, a weighted value has been assigned in each node. In contrast, 

if a node does not have weighted value, it is an un-weighted representation. Most researchers 

assume that a weighted value indicate the importance of a node in the graph. In order to 

evaluate the weight value of a node, some researches, for example PageRank[19], calculated 

the weight value  indirectly with considering the number of edges which are connected to the 

node, the weights of the edges, and the weights of the neighboring nodes. 

 

3.1.2. Edge Representation Method: An edge represents the relationship between nodes. 

Edges can be classified by three characteristics. Edges can be either directed or undirected. 

Edges can be either weighted or un-weighted. Edges can be either labeled or unlabeled. Each 

characteristic will be explained in detail. 

 

Directed vs. Undirected Edges 

Directed edges are used for indicating the orders of nodes or the mutual interactions 

between nodes. For example, if you want to indicate the orders of words, you need to use 

directed edges in the graph [4]. Each word in a sentence has its grammatical role (for 

example, subject, verb, and object). Directed edges [9, 10] can be used for representing their 

grammatical roles. A tree could be used for depicting grammatical roles, since it could be 

considered a directed edge representation [13]. 

If there are no orders or mutual interaction between nodes, undirected edges are used for 

connecting the related nodes. If you need to represent the co-occurrences between words, you 

would use undirected edges in the graph [6, 18]. 
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Weighed vs. Un-weighted Edges 

The weights of edges are numbers which indicate the relationships of nodes. A weight 

could indicate the frequency that related words would appear at the same time in a co-

occurrence graph [3, 4]. The weight of an edge could indicate the distance of two words in a 

text. If two nodes are not related quantitatively, un-weighted edges are commonly used [5, 8, 

9, 10]. 

 

Labeled vs. Unlabeled Edges 

Labeled edges were used in some graph models [5, 7, 9, 10, 13]. Labels represent the roles 

of the edges, in which labels indicate the relationships between words. In the paper [10], the 

edge is labeled 'verb' when the edge connects from the 'subject' node to the 'object' node. In 

the paper [9], a sentence is depicted as a parsing tree. The label depicts the PoS(part of 

speech) of each word. In order to indicate the grammatical role of each word, labeled edges 

are generally used. Except the cases described above, unlabeled edges are commonly used. 

 

3.2. Classification by Graph Contents 

Another classification is based on the graph contents. Graph contents can be classified into 

three models. The first of the three models represents the co-occurrence or the similarity 

between nodes. The second model represents grammatical relationship between nodes. The 

last model represents the semantic relationships between nodes. 

 

3.2.1. Co-occurrence or Similarity Express Model: This model has been more commonly 

used in the previous researches than other models. This model represents the co-occurrence 

information between words or the similarity between sentences [3, 4, 6, 16, 17, 18]. This 

model is simpler than other models and costs less to build a graph. In addition, various 

algorithms which have been proposed in graph mining area can easily be applied to this 

model. Since this model is language independent, many algorithms have been applied to 

English text can also be applied to other language texts. 

 

3.2.2. Grammatical Relationship Model: This model represents the grammatical 

relationship and also can represent the dependency among nodes with the labels of edges [9, 

10]. This model has an advantage that sentence structures can be clearly specified. This model 

also has the disadvantage of the high computation cost because of the complexity of the 

graph. 

 

3.2.3. Semantic Association Model: In this model, a node represents a concept. One example 

of this model depicted the relationships between text and concept with a bipartite graph [15]. 

Important words are considered as concepts and the relationships between texts and concepts 

are expressed as a bipartite graph. In one of the other examples, the first step is to select 

representative concepts. After selecting concepts, the next step is to build a tree which 

represents the relationship between the concepts. This model requires a concept database such 

as Wikipedia [11]. 

 

4. Technologies for Graph-based Text Mining 

We will clearly describe major technologies and algorithms that have been used for graph-

based text mining in this section. Most current researches on graph-based text mining have 

adopted existing algorithms and well-known technologies, which have been properly adjusted 
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to the situations. In the graph-based representation models, you need to compute the weights 

of nodes or edges. 

The simple method for computing the weight of a node is to compute the appearance 

frequency of the corresponding word or to compute TF-IDF. The weight of an edge can be 

calculated by the co-occurrence frequency of the connected nodes. If a node represents a 

sentence, the co-occurrence cannot be computed. Therefore, the methods for computing the 

sentence similarity can be applied here. The sentence similarity can be computed by using the 

cosine similarity or the Euclidean distance. Other major technologies will be delineated as 

follows. 

 

4.1. PageRank  

PageRank is one of well-known algorithms for graph ranking. In the beginning, PageRank 

was used for ranking web pages in World Wide Web. Later, PageRank has been widely used 

for ranking nodes in graphs. The weight of the node 
i

V  is computed by the importance and 

the number of the connected nodes. )(
i

VPR , the weight of 
i

V , is defined as follows. 
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In the equation (1), )(
i

VIn  represents the node set of pointing to 
i

V  and )(
i

VOut represents 

the node set of pointing out of 
i

V . The damping factor d can vary from 0 to 1 and the default 

value of d is 0.85 [19]. PageRank was used to calculate the node weights for summarizing and 

classifying documents [6, 16, 17, 23]. 

 

4.2. TextRank and LexRank 

TextRank algorithm, a variation of PageRank, is a ranking algorithm and is based on 

graphs. TextRank algorithm considers undirected graphs by default. In order to calculate the 

similarity, TextRank needs to consider the weights of edges. For example, the weights of 

nodes could be computed as follows. 
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In the equation (2), 
ij

w  represents the weight of the edge connecting node 
i

V  and 
j

V . 

Though TextRank algorithm originally was developed for summarizing document, it is also 

applied to novelty search [25]. 

LexRank algorithm, which was similar to TextRank, was also proposed. The two 

algorithms have different application fields. LexRank was developed for summarizing the 

large documents, and TextRank was proposed for multi-document summarization. Except the 

application field, the two algorithms are very similar. 

 

4.3. HITS 

HITS(Hyperlink-Induced Topic Search) algorithm was developed for ranking web pages. 

HITS was developed earlier than PageRank and had a big impact on developing the 
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PageRank algorithm [29]. In HITS, if a web page is linked with important pages, the rank of 

the page will be raised. 

This algorithm can be applied for computing the weights of the nodes in a graph model [8, 

16, 17, 26]. In HITS, authority point and hub point for every node are assigned. The 

authorities represent the number of incoming links and hubs represent the number of out-

coming links. These points can be calculated as follows 
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         (3) 

The weight of each node can be computed by summing or averaging the authority points 

and hub points. 

 

4.4. PMI 

PMI(Pointwise Mutual Information) is one of methods that have been used for measuring 

the relationship of two objects. PMI is used for computing the weights of edges in graphs [15, 

25]. Assume P(i) is the probability that word 
i

w occurs in the document of a co-occurrence 

graph and P(i, j) is the probability that words 
i

w  and 
j

w occur at the same time. PMI for 
i

w  

and 
j

w can be computed as follows: 

)()(

),(
log

2

jPiP

jiP
PMI

ij
           (4) 

If PMI value approaches 0, a word becomes independent from the other. If PMI value 

approaches 1, the two words are more closely related. 

 

4.5. Frequent Itemset Mining 

Frequent Itemset Mining is also called association rule mining, which has been used for 

searching co-occurrence item set. If two nodes are included in a frequent item set, this method 

is used for assigning the weight of the edge [6]. Frequent Itemset Mining can also be applied 

for searching a frequent sub-graph [22]. 

 

5. Conclusions and Further Research Trends 

This paper explained and classified the previous text-representing models based on graphs. 

Table 1 summarized major researches on this area. The first column of Table 1 depicts the 

reference number, the second column is the application area, and the third and fourth column 

indicates the features of nodes and edges respectively. The fifth column is what the graph 

tried to express. 

As we surveyed in this paper, graph-based text representing models adopted different 

modeling according to their goals and application areas. In other words, there were little effort 

to standardize the graph models. Therefore more systematic research on graph model for 

representing text is required. The systematic research for building standard graph models will 

be useful for document classification, aggregation, summary, search, and will be applied for 

various document analyses. 
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Table 1. Representative Researches of Graph-Based Text Mining 

 

 

Ref. 

No. 
Application Area 

Graph Structure 
Graph Contents 

Node Edge 

3 classification homo(term) directed, weighted, unlabeled co-occurrence 

4 clustering homo(term) directed, weighted, unlabeled co-occurrence 

5 search homo(term) directed, unweighted, labeled 
co-occurrence, 

syntax 

6 classification homo(term) undirected, weighted, unlabeled co-occurrence 

7 classification homo(term) 
directed, unweighted, 

labeled/unlabeled 

co-occurrence, 

syntax 

8 summarization homo(term) directed, unweighted, unlabeled co-occurrence 

9 classification hetero(term+PoS) directed, unweighted, labeled 
syntax, 

semantic 

10 summarization homo(term) directed, unweighted, labeled syntax 

11 
classification 

hetero(doc+concept) 
directed/undirected, weighted, 

unlabeled 

semantic 

clustering (bipartite graph) 

12 summarization homo(sentence) undirected, weighted, unlabeled similarity 

13 opinion mining homo(term) directed, weighted, labeled semantic tree 

14 summarization homo(sentence) undirected, weighted, unlabeled similarity 

15 clustering hetero(doc+concept) 
undirected, unweighted, 

unlabeled 

semantic 

(bipartite graph) 

16 summarization homo(sentence) 
directed/undirected, 

weighted/unweighted, unlabeled 
similarity 

17 summarization homo(sentence) 
directed/undirected, weighted, 

unlabeled 
similarity 

18 

keyword 

extraction, homo 

(term or sentence) 

directed/undirected, 

weighted/unweighted, unlabeled 

co-occurrence, 

summarization similarity 

20 classification homo(term) directed, unweighted, labeled co-occurrence 

21 classification hetero(doc+concept) undirected, weighted, unlabeled bipartite graph 

22 clustering hetero(term+concept) directed, unweighted, unlabeled semantic tree 

23 summarization homo(sentence) undirected, weighted, unlabeled similarity 

24 
keyword 

extraction 
hetero(term+concept) directed, weighted, unlabeled semantic tree 

25 novelty detection homo(term) undirected, weighted, unlabeled co-occurrence 

26 opinion mining hetero(term pair+doc) 
undirected, unweighted, 

unlabeled 
bipartite graph 

27 search homo(term) undirected, weighted, unlabeled co-occurrence 

28 search homo(term) directed, weighted, labeled co-occurrence 

homo(homogeneous), hetero(heterogeneous), doc(document), Pos(Part of Speech),  
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