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Abstract
Since text mining has been assumed to apply for unformatted text (docume ‘is
necessary to represent text with simplified models. One of the most commonly use Is is
the vector space model, in which text is represented as a bag of words. /Regergly, many

researches tried to apply a graph-based text model for repregenting serpanti ationships
between words. In this paper, we surveyed research trendsb{%h—bas%representation
models for text mining. We summarized the models, thQ\ a res@/ ecasted further
researches.
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1. Introduction ’\0

Text mining is an area of data mini %its goth alyze unformatted text and to find
out the hidden knowledge of thegte ditionally, of the most commonly used models
for representing text is VSM (VeGtor=Spaces ) [1], in which frequently used words and
their weights were expressed as“vector er, because of the simplicity of VSM, we
could not fully express s tic meaing, ahd context with VSM. In order to solve the
problems of the VSM ining ¢esearches based on graph model have been actively

carried out after ye . An a ge of text representing model based on graph is that
you can clarify th@ ent me ith words, phrases, concepts, and relations.

In this papér, ¥ il ana the research trends of text mining which are based on graph.
At first, we m delve searches on the vector space models, and then, we will
systematically summar}b graph-based text models according to their characteristics.

2. Vector Sp del

In VS text”is represented as a point in an n-dimensional space. Since VSM can
represent pical text with a simple and formulaic notation, various algorithms, which had
beenu ata mining, can be applied without any modification. Because of the advantage,

rches on VSM are being actively carried out. However, VSM also has following
g%ntages due to its simplicity [2].

® If two documents use different words for similar meaning, their similarities
cannot be computed easily.

® The meaning of a text or the structure of a text cannot be expressed in VSM.

® \Word appearance sequence or word relationship cannot be represented in VSM.
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Various researches have been carried out in order to solve these problems described above.
Until the present time, the graph-based text representation model has been recognized as one
of best solutions for these problems.

3. Classification of Graph-based Text Model

3.1. Classification by Graph Format
A graph G is derived from a text or a text set can be expressed as follows:
G={V,E}

In this notation, V and E represent the set of nodes and edges respectively. With this
notation, we can represent various graphs models according to the definitions of Y a n
this paper, we classified the graphs in detail according to the node representation a@v@ edge
representation.

penents, such as,

*
3.1.1. Node Representation Method: Nodes of graph G r%@;t text
concepts which

words, sentences, paragraphs, and texts themselves. Also
could be considered as semantic components. Ac 0 th n of the model, a
node can represent one component, or more than - mpone node represents one
component, it is called homogenous represe % represents more than two
components, it is called heterogeneous Je atlon ition, nodes can be either
weighted or unweighted, depending on mr ?@nlng weighted value into the

nodes. % s\\@

In common notations used IMomo presentatlons a node indicates a word as
shown in Figure 1 [3- churrenc rration between two words is usually expressed

Homogenous vs. Heterogeneou sentat

in the graph. Co-occyrr, eans that twe related words are appeared at the same time in a

sentence. In that ¢ need to ct the words with an edge. Grammatical associations
between words o@\a tic si ieg could be expressed using a graph [10]. Since this
representatio le, t ost’ for building and analyzing a model is low. Another
advantage o@eprese s that the existing algorithms used in the vector space model
can be applied Wltho odification. In some researches, they also used homogenous
representations, ntences, paragraphs, or concepts are represented as nodes [12, 17,
18].

In heteroge e&resentatlons more than two different typed components which could
be words, A%gces texts or concepts are represented as nodes. One of the most common

heteroge @ epresentations is a bipartite graph [11, 15]. For example, Figure 2 shows an
examp ‘ e bipartite graph composed of documents and concepts.
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Figure 1. An Example of Homogeneous Representation Model

Term Concept

Flgure 2. A %g{lte Graph

Weighted and Unwelghted

In weighted representatl , a weigh has been assigned in each node. In contrast,
if a node does not have d value, un-weighted representation. Most researchers

assume that a Wel e indicate the |mp0rtance of a node in the graph. In order to
evaluate the We| of a e researches, for example PageRank[19], calculated
i ermg the number of edges which are connected to the

the weight va ctly with
node, the we the e @d the weights of the neighboring nodes.

3.1.2. Edge Represe Method: An edge represents the relationship between nodes.
Edges can be classifi y three characteristics. Edges can be either directed or undirected.
Edges can be eit eighted or un-weighted. Edges can be either labeled or unlabeled. Each
|

r
characteristic gil explained in detail.
Direct: @J

ndirected Edges

edges are used for indicating the orders of nodes or the mutual interactions
be nodes. For example, if you want to indicate the orders of words, you need to use
directed edges in the graph [4]. Each word in a sentence has its grammatical role (for
example, subject, verb, and object). Directed edges [9, 10] can be used for representing their
grammatical roles. A tree could be used for depicting grammatical roles, since it could be
considered a directed edge representation [13].
If there are no orders or mutual interaction between nodes, undirected edges are used for
connecting the related nodes. If you need to represent the co-occurrences between words, you
would use undirected edges in the graph [6, 18].
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Weighed vs. Un-weighted Edges

The weights of edges are numbers which indicate the relationships of nodes. A weight
could indicate the frequency that related words would appear at the same time in a co-
occurrence graph [3, 4]. The weight of an edge could indicate the distance of two words in a
text. If two nodes are not related quantitatively, un-weighted edges are commonly used [5, 8,
9, 10].

Labeled vs. Unlabeled Edges

Labeled edges were used in some graph models [5, 7, 9, 10, 13]. Labels represent the roles
of the edges, in which labels indicate the relationships between words. In the paper [10], the
edge is labeled 'verb' when the edge connects from the 'subject’ node to the 'object'«pode. 4n
the paper [9], a sentence is depicted as a parsing tree. The label depicts the
speech) of each word. In order to indicate the grammatical role of each wordglabeted edges
are generally used. Except the cases described above, unlabeled edges ar@

*

3.2. Classification by Graph Contents \*

Another classification is based on the graph cont ph co erN be classified into
three models. The first of the three models repre he co- \v€nce or the similarity
between nodes. The second model represents matical relationship between nodes. The
last model represents the semantic reIationsh@&een nc?&

<
3.2.1. Co-occurrence or Similarity Ex%x Modek @ model has been more commonly
used in the previous researches tha Oﬁ odelsxlm model represents the co-occurrence
information between words or the ilarity between sentences [3, 4, 6, 16, 17, 18]. This
model is simpler than other Is and %ss to build a graph. In addition, various

algorithms which have been proposed i mining area can easily be applied to this
model. Since this model nguage i ndent, many algorithms have been applied to

English text can alsobe@pplied to o%ljnguage texts.
\@ odel: This model represents the grammatical

3.2.2. Gram a@k Relation

relationship s can e;@nt the dependency among nodes with the labels of edges [9,
10]. This modelhas an a e that sentence structures can be clearly specified. This model
also has the disadvar% the high computation cost because of the complexity of the

of this mo icted the relationships between text and concept with a bipartite graph [15].
Importan s are considered as concepts and the relationships between texts and concepts
ar?xed as a bipartite graph. In one of the other examples, the first step is to select

graph.
3.2.3. Seman(’c @aﬁon Model: In this model, a node represents a concept. One example

r ative concepts. After selecting concepts, the next step is to build a tree which
repregents the relationship between the concepts. This model requires a concept database such
as Wikipedia [11].

4. Technologies for Graph-based Text Mining

We will clearly describe major technologies and algorithms that have been used for graph-
based text mining in this section. Most current researches on graph-based text mining have
adopted existing algorithms and well-known technologies, which have been properly adjusted
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to the situations. In the graph-based representation models, you need to compute the weights
of nodes or edges.

The simple method for computing the weight of a node is to compute the appearance
frequency of the corresponding word or to compute TF-IDF. The weight of an edge can be
calculated by the co-occurrence frequency of the connected nodes. If a node represents a
sentence, the co-occurrence cannot be computed. Therefore, the methods for computing the
sentence similarity can be applied here. The sentence similarity can be computed by using the
cosine similarity or the Euclidean distance. Other major technologies will be delineated as
follows.

4.1. PageRank

PageRank is one of well-known algorithms for graph ranking. In the beginnin
was used for ranking web pages in World Wide Web. Later, PageRank has been used

Vieln(vy)

PROV)--dysdr 3 o) OQ \>/ @)

out (vj)|

In the equation (1), i (v,) represents the n

the node set of pointing out of v, . The d factor n vary from 0 to 1 and the default

value of d is 0.85 [19]. PageRank was calc node weights for summarizing and
classifying documents [6, 16, K@
4.2. TextRank and LexRank

TextRank algorithm, atlon of Rank is a ranking algorithm and is based on
graphs. TextRank aI con5|d rs\undirected graphs by default. In order to calculate the
similarity, TextRan the weights of edges. For example, the weights of

nodes could b d as foIIo
PR (V,) = (1®

In the &n (2), w, represents the weight of the edge connecting node v, and v, .

——— PR (V) 2)

VKEOU( ()

Though T nk algorithm originally was developed for summarizing document, it is also
applie elty search [25].

k algorithm, which was similar to TextRank, was also proposed. The two
al ms have different application fields. LexRank was developed for summarizing the
large documents, and TextRank was proposed for multi-document summarization. Except the
application field, the two algorithms are very similar.

4.3. HITS

HITS(Hyperlink-Induced Topic Search) algorithm was developed for ranking web pages.
HITS was developed earlier than PageRank and had a big impact on developing the
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PageRank algorithm [29]. In HITS, if a web page is linked with important pages, the rank of
the page will be raised.

This algorithm can be applied for computing the weights of the nodes in a graph model [8,
16, 17, 26]. In HITS, authority point and hub point for every node are assigned. The
authorities represent the number of incoming links and hubs represent the number of out-
coming links. These points can be calculated as follows

HITS , (V)= S HITS (V)
Vieln (V) (3)
HITS (V)= 3 HITS ,(V))

Vv eout (V)

The weight of each node can be computed by summing or averaging the authorWs

and hub points. v

4.4. PMI

PMI(Pointwise Mutual Information) is one of methods N\ﬁ i
the relationship of two objects. PMI is used for computi ghtSyf edges in graphs [15,
25]. Assume P(i) is the probability that word w, 0 in the K of a co-occurrence

same time. PMI for w

graph and P(i, j) is the probability that words w Gd W occur att
and w, can be computed as follows:
P (i, J) @\ @
PMI . =log , ———— 4
! ngP(i)P(j) \ s& “)

If PMI value approaches ord bec ndependent from the other. If PMI value
approaches 1, the two word e more c\' ated.

4.5. Frequent Items l@hlng ﬁ
Frequent Items i ng is alled association rule mining, which has been used for
searching co nce ite two nodes are included in a frequent item set, this method
is used for a g the @of the edge [6]. Frequent Itemset Mining can also be applied
i aph [22].

for searching a requenz
5. Conclusion@ urther Research Trends
I

This pa xplained and classified the previous text-representing models based on graphs.
Table 1 s@&hed major researches on this area. The first column of Table 1 depicts the
refere ber, the second column is the application area, and the third and fourth column

e features of nodes and edges respectively. The fifth column is what the graph
@?}express

we surveyed in this paper, graph-based text representing models adopted different
modeling according to their goals and application areas. In other words, there were little effort
to standardize the graph models. Therefore more systematic research on graph model for
representing text is required. The systematic research for building standard graph models will
be useful for document classification, aggregation, summary, search, and will be applied for
various document analyses.
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Table 1. Representative Researches of Graph-Based Text Mining

Graph Structure

Elef. Application Area Graph Contents
0. Node Edge
3 classification homo(term) directed, weighted, unlabeled co-occurrence
4 clustering homo(term) directed, weighted, unlabeled co-occurrence
5 search homo(term) directed, unweighted, labeled co-occurrence,
syntax
6 classification homo(term) undirected, weighted, unlabeled co-occurrence
- directed, unweighted, co-occurrence,
7 classification homo(term) labeled/unlabeled syn .
8 summarization homo(term) directed, unweighted, unlabeled c0-0 e
ax,
9 classification hetero(term+PoS) directed, unwelghted labeled ‘ .
Y. antic
10 summarization homo(term) directed, unvm Iabeled\(/ syntax
e . 'V -
1 classification hetero(doc+concept) direc | :befgd |gh semantic
clustering \ (bipartite graph)
12 summarization homo(sentence) thed welgi&urhbeled similarity
13 opinion mining homo(term) . ('\\irected WeiNed)labeled semantic tree
14 summarization homo(sentenc@ undlre\@ghted unlabeled similarity
G semantic
15 clustering hetero(do pt) &\ed unweighted, L
unlabeled (bipartite graph)
L J
- N directed/undirected, o
eighted/unweighted, unlabele
16 summarization ,;omo nten%\m hted!/ hted, unlabeled similarity
N directed/undirected, weighted, P
17 summarlzathn \‘!omo(seitvce) unlabeled similarity
keyword \
18 extr)g/(\;l \\ @) directed/undirected, co-occurrence,
or'sentence) weighted/unweighted, unlabeled AP
sunfimar N A similarity
20 clMtion omo(term) directed, unweighted, labeled co-occurrence
21 classification hetero(doc+concept) | undirected, weighted, unlabeled bipartite graph
22 clust hetero(term+concept) | directed, unweighted, unlabeled semantic tree
23 arization homo(sentence) undirected, weighted, unlabeled similarity
24 o_rd hetero(term+concept) directed, weighted, unlabeled semantic tree
e traction
A-( velty detection homo(term) undirected, weighted, unlabeled co-occurrence
- . . undirected, unweighted, .
V opinion mining hetero(term pair+doc) unlabeled bipartite graph
27 search homo(term) undirected, weighted, unlabeled co-occurrence
28 search homo(term) directed, weighted, labeled co-occurrence
homo(homogeneous), hetero(heterogeneous), doc(document), Pos(Part of Speech),
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