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Abstract ¢

Second-hand housing market is the barometer of the real estate market sinc tf?ﬂyers of
second-hand houses usually are those who really want to live, whereas fina@ vestment

and speculation are not their goals. So the price and determﬁants of nd houses

reflect the real demand of housing market. In this paper K ated algefithms are applied
to study the problems associated with price of second-ha using KNN and
Np

weighted-KNN algorithms to predict the price, us tlo ethod to compute

average deviation of prediction algorithm and are rediction effect with
weighted-KNN’s, and using stimulated anne optlmLz gorlthm to compute the
weight values of house attributes and evalu relatlve ances of them. Through the
analysis of attribute importance it can s influ s of different house attributes on
house price and the main concerns of CAll Its can give valuable information
for manages, decision makers and isers of re% te.

Keywords: Second-hand ho ; KNN; é@alldatlon Stimulated annealing

1. Introduction

With the rapid ent ﬁ%state market Chinese, first-tier cities housing prices
are rising and r igh. Bu plete market information, non standardized market
behavior, th of Ja nd the imperfect economy system result in property bubble
gradually emésged [1]. T hasing power of citizens remains relatively low, but property
developers seek tom profits, so the supply and demand imbalance of housing market
appears. Now secondarf iousing market is being paid more and more attention.

On the real es@arket dominated by commodity housing the price is the main market

index [2]. ensupply and demand of first-hand housing have problems, secondary
commerci ing prices are more close to reflect the real estate prices and the changes of
sales and s of second-hand housing can indicate the real market demand [3, 4].

come from calm thinking, calculating and economy game of supply and demand

0 matter what kind of pricing principles, market always plays a decisive role [5, 6].
Because it is close to real situation, second-hand housing price has great reference
significance for determining the prices of first-hand and government-subsidized housing. The
reasonable pricing strategy will have a fundamental influence on the success of the
transaction. So in this paper we will study reasonable second-hand housing pricing strategy.
There are four sections in the paper. The first section will give the description of our housing
data and basic KNN algorithm. In the second section the weighted-KNN is introduced and the
cross validation is used to evaluate and compare the prediction effect of KNN and weighted-

20 e price point of view, the transaction prices of second-hand housing prices
sid
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KNN. The third section uses stimulated annealing algorithm to weight other attributes except
for price and gives the result analysis. In the fourth section we summarize the paper.

2. Data Set and KNN Algorithm

2.1. Data Set Description

Our second-hand housing data come from two districts: “AiJian” and “Highway Bridge” of
Harbin, the capital of Heilongjiang province in China. We collect 1086 records of houses
data. Each record contains 17 attributes (or fields). Tablel describes details of these attributes.
Our main task is research how to predict the last attribute “Price” based on other attributes. In
the process of collecting data there many attributes having description of string, but the

algorithms we study need numerical values so some conversions are needed. The d of
conversions are shown in the table. The basic principle is to assign an integer valu tring
value of an attributes according how many records that “string value” classifi€s i ole data

set. S @
Table 1. The Description and V. h@) ta

Attribute Name | Description Value \ ) \\/
Bedroom(BR) The number of bedrooms. | A nmcal value =
Living room(LR) | The number ofbedrooms [t'w\erlcal value\‘o
Kitchen(K) The number of kitchens Q’Mmengal yale
A
Bathroom(T) The number of Bathro(",A nu \M
GFA Gross Floor Arga e A numer }value
NFA Net Floor Asea ! ‘Qcﬁerlcal value
Year(Y) Year R Y'\ merical value
Layer(L) Laye;x VA numerical value
Heigh(H) i the buildi A numerical value
Orientation(O) % ation o A numerical value. The relation of orientation and the
< numerical value: {North:1, East:2, West:3,

\ Northeast:4, Northwest:5, Southwest:6, East-
west:7, Southeast:8, South:9, North-south:10}. *The
greater number means the corresponding item has

@, more instances in sampling. (The same below)
Structure(S) <;S'tructure of the house A numerical value. The relation of orientation and the
% numerical value:{Duplex apartment:1, ,Others:2,
O Split-level:3, Duplex:4, General:5}.
4 vation Renovation types A numerical value. The relation of orientation and the
) numerical value:{middle:1, luxury:2, Rough:3,
simple:4, refined:5}.
Residential Residential category A numerical value. The relation of residential category
category and the numerical value:{
(Res) Affordable housing:1, Commercial and residential

building:2, Apartment:3, Ordinary residential:4}.
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Building types Building types A numerical value. The relation of building types and
(BT) the numerical value:{Bungalow:1, Brick building:2,
Tower:3, Brick and Concrete :4, Steel and
concrete:5}.

Property right Property right A numerical value. The relation of building types and
(PR) the numerical value:{Commercial residential
building:1, Others:2, Bills in three parts:3, Personal
property:4}.

Facilities The supporting facilities. The numerical value of facilities of house.
description

(FD)

Price(P) House price The numerical value of house price.

*
2.2. KNN Algorithm \/

Bayesian classifiers, decision tree, and support-vector machines are not thefe thod

when they are used in numerical price prediction. In this section\we, intro
nearest neighbors) algorithm [7, 8]. % %

As the name suggests, there two important pomts tou Igo “K” and
“nearest”

1) The measure of the “nearest”

The nature of KNN algorithm is to find o Qearest’ %oor items to an item that has
some attribute to be predicted, e.g., “pri &rlbute research. The “nearest” also
means “most similar”, “closest” etc., to xg@t this measure is a key problem.
Inspired by geometry we can use dlsﬁ% he metric. Although usually it is
often used in 2D and 3D geome an als in higher dimensions. This extension
is easy to understand and opemﬁor examp D there are two points P1(Xy, Y1) and P,(Xa,
y»), then the Euclidean distance d twee

Q = *{ =~ x,)% + (¥ —¥1)?
The data in Tal @c seg %ﬁata set. The field names and values are described in
Table 1.
le 2. A Segment of Data Set

BR | LR | K| BaR @' NFA Y L|{H|O|S|Ren|Res|BT|PR|FD P
2 1|1 1 é\l 67.89 |2005|15|16| 8 |5| 5 4 71 4 |18 | 72
2 [ 1 ]1] a2 ™eo9 | 50 109627 |7 5] 1 | 4| 7] 4]18][518
3 1 O,&' 140 95 |[2005| 6 | 7 |10|5| 4 4 1] 4 19| 9%
2 | 1 N1 | 62 | 42 J1993| 2 |7 |7|5] 4 | 4| 7] 4] 0] 46
1 Y| 1 66 48 |1987| 6 | 7 | 6 |5] 5 4 71410 42
2 % 1 1 819 | 546 [ 1993 | 3 | 8 |10|5| 5 4 7| 4 |18 | 60
2 1|1 1 74.2 53 1994 | 3 |7 |5 |5| 1 4 71 4 |12 ]| 51
2 1 1 1 61.09 41 1989 | 2 | 6 {10 |5 1 4 7 4 12 41
2 1|1 1 132 93 |(2001| 7 |8 |10|5| 4 4 71 4 |15]| 85
1 1|1 1 |[3800|3600 (1992 1|3 |10|5| 5 4 7 | 4 | 15 | 4500
2 1|1 1 99 66 [2002| 2 |7 |8 |5 2 4 714 1|5 77
2 2 |1 1 174 | 128 |2009| 5 30| 8 |5| 5 4 7 1 4 |29 190
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The record in third line can be represented as P;3(3, 1, 0, 2, 140, 95, 2005, 6, 7, 10, 5, 4, 4,
1, 4,19, 94) and the fourth lineas P, (2, 1, 1, 1, 62, 42, 1993, 2,7,7,5, 4, 4, 7, 4, 0, 46), so
the d can be computed as above,

d=/(BRy—BR3)* +(LRy— LRs)* + (Ky — K5 )* + (Ty = T5)? 4+ +(P, — Ps)?

=21+ (A-1)T+ (1 - 0)F+ (1 - 2)7 + +(46 —94)2
2) The meaning of k

Based on the measure of similarity we can choose the k items that have the most nearest d
as the k nearest neighbors of current item. When KNN is used in prediction the task usually is
to predict the value of some attribute based on the known values of other attributes. In thjs

research our main task is to predict the reasonable housing price ‘P’ which liesa ast
column in table2.

Except the ‘P’ attribute we need give other attribute values, and use (th alues to
compute d, i.e., in the above computation the last item (F. - 3* sho e included.
After get the k nearest neighbors we use the average valu thgyprices 0 neighbors as

the price of the item that we want to predict. \/

The KNN algorithm is described as below. Suppt the W d format is: {[as, a,,
..., an], &}, ‘a;’ represent attribute i. The corresponding alues(aﬁ\e resented as {[vi, Vo, ...
, Vl, Vp}, Vp is the attribute value to be predict,@[vl, vz,..gn] are the input values other
attributes. .

KNN algorithm;

input: [vy, Vo, ..., Vil %\ ‘\Q
[ri, 1o ... 1], d ta@(set of allﬁ&b\m data) ,
k, number of@ L e 6
output: v, %
Stepl. Compute allrgistances en [vi, Vs, ..., Vo] and each item in data_set
and get ds = [dy, dy, ... &is the gumBer of items in data_set.
scen

Step2. Sor(%rr din er [dy, dy, ..., dyy] and get the corresponding k items
based on the indic stk di lue,ie.r=[ry, ry, ..., fel.

Step %te the @ra value of v,
k
1
@’6 v =5 2, iCa)

When k=1 thé% s the nearest neighbor corresponding attribute value. Either too few or
too many@&ors all will have a big effect on the v,,. Usually k is greater than 1 and has

different according to different data sets and problem domains. In this research k is set
to 3.

gorithm is easy to understand and implemented. For example now we have a
ne cond-hand house in the near district to sell and the values of 16 attributes (in the
first 16 columns in tablel) [2.0, 1.0, 1.0, 1.0, 69.9, 50.0, 1996.0, 7.0, 7.0, 3.0, 1.0, 2.0,
0.0, 2.0, 1.0, 18.0] and k=20 are input into the algorithm, after computation we get
v, = 44.6.
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3. Weighted-KNN-- and Cross Validation

As stated earlier k is an important parameter. In KNN algorithm step3 the formula
computes the average just by divided by k, i.e., each nearest neighbor’ contribution to
prediction is treated as equivalent. But a more reasonable deduction is that the farther distance
gives lower contribution. Figure 1 gives an illustration showing this idea. In this example
k=3, n1, n2, and n3 are the k nearest neighbors of n0. D1, d2, and d3 are the distances and the
corresponding weight values wl, w2, and w3 are used to measure contribution. Since
d, =d, =d,, based on description above, w, =w, = wy, The relation of distance and
weight value can be expressed by Gaussian Function [9].

—(distance—h}*

weight = g(distance) = ae 2c? +d Vo
a, b, ¢, d are real constants, and e = 2.7182.... Figure 2 shows this function. ?\

Distance

Figure 1. Welghtés&N 1] Figure 2. The Relation of Distance and
Weight

nghted@ algor, similar to KNN. The main difference is in step3. In
weighted—KNN the for, ould be

k
1
@ Vp = EZ g{dl}rl '[apj'

ing test KNN and weighted-KNN algorithms are compared. We randomly
rds, rl, r2, r3, and r4, in the comparison different k’s values are chosen: k=1,
=4, k=5.

=[2, 1,0, 1, 85.12, 67.89, 2005, 15, 16, 8, 5, 4, 4, 1, 4, 19, 68]
r2=[1, 1, 1, 1, 62.3, 45, 2005, 13, 30, 8,5, 1, 4, 7, 4, 41, 63.8]
r3=[3, 1,1, 2,183.38, 123.07, 2012, 20, 32, 10, 5, 3, 4, 7, 3, 12, 315]

rd =[2,1,1,1, 64, 43,2014, 1, 30, 10, 5, 3, 4, 7, 4, 21, 75]

For each record the first 16 attributes values are input into KNN and weighted-KNN
algorithm respectively and the corresponding predicted values are returned. The comparison
features are shown in Figures 3 to 7. In each figure the x-axis represents k’s values and y-axis
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represents the real and predicted values. The straight line is for the real value. The dot line
and dash line are for predicted values of KNN and weight-KNN algorithm respectively.
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Obviously in al tuations the weighted-KNN predictions are more precise than KNN.
In this example records are chosen, next we will further verify the result by cross-
validation&}hﬂe ata set is divided into two sets: train set and test set. The idea is easy to

understangs ata in train set to predict records in test set and compute the deviation of
predic e and real value (in the test set real value of record is known). The average
dey t%/vill give the approximate prediction of applied algorithm. The different division
v@werate different average deviation so it always needs to run many times to approaching
a reaSonable estimation. Figure 8 gives the cross validation comparison results of KNN and
weighted-KNN algorithms. The x-axis also represents different k’s values and y-axis
represents the corresponding average prediction deviations or errors. The dot line and dash
line represent average prediction errors of KNN and weighted-KNN respectively. The results
indicate that weight-KNN is more accurate than KNN. We can also find the average error
increases with the k’value growth.
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Figure 8. The Cross Validation Results o@&ﬂnd eight-KNN

Although for our housing price data set the predlffect oWed -KNN generally is
better than KNN’s, it can’t say weighted-KNN js,always better than KNN. For the different
data sets the weight values and chosen k ar efent and ly this can have significant
influence on predication effectiveness. Fo; cific d a set the weight values the weight

values can be determined by test just as in atl eriment

Now we have an effective w dlct usmg price but there remains a
problem. In weighted-KNN th rér or’s price |ght value is the Gaussian function
of distance and the value des%r he de f importance of distance, but what the
importances of attributes or théir rel portances are is an interesting problem.
Through the analysis of ive mpb% s we can answer which attributes are more
important than othegs ow t%act rs that buyers pay more attention to when they

choose second hou QQ buy.
4, Stimula@ a::m@lgorithm

There are still two p in our price prediction.
(1) In the data fr@ﬁnt shown in Table 2 the values in the ‘Y’ (year) column are

obviously greater alues of other columns. In KNN or weighted-KNN algorithm the
measure of diffe between two records is Euclidean distance so though the value is
greater, thew@ction will eliminate the kinds of effect. For example in the first two rows in
Table 2 erence of Y’ values is 2005-1996=9 or 1996-2005=-9 whereas the difference
of ‘L’ é@r -13, instead it is greater. But when both attribute value and difference value of
S bute are obviously greater than other attributes, only using subtraction can’t
@te the effect.

(2) In weighted-KNN algorithm the distance is associated with a weight value. Now if we
want to compare the relative importances of attributes, it is also necessary to give appropriate
weight values to corresponding attributes. In Figure 1 the relation of weight and distance is
intuitive but there are 16 attributes except for “price” and the relative importances of them are
hard to perceptible. So how to weigh these attributes is an interesting topic

Optimization algorithms can be used to solve these problems. Many optimization
algorithms can achieve this goal such as genetic algorithm, stimulated annealing [11, 12],
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particle swarm algorithm and so on. For case (1) though in our house data set the subtraction
can eliminate the effect, on many other cases appropriate weight values determined by
optimization algorithms will help reduce influences of some attributes on prediction results.
For case (2) we now use the annealing optimization algorithm™ to find the relative
importances of house attributes on price prediction.
First it needs to set the ranges of weight values of all attributes. In the house data there 16
attributes so we set 16 ranges,

[attribute,:[0,100], attribute,: [0,100],..., attribute,;:[0,100]].

For simplicity all the ranges are same. In each range 0 represents minimum weight value
that means the corresponding attribute has no effect on price prediction and 100 represents
maximum weight value meaning greatest influence on the prediction result. T value
between 0 and 100 can be used to measure the relative importances of other attrib

Then for each attribute a random initial weight value in range [0,100] is s L?’
together are fed into annealing algorithm as one parameter. The other par. r@ a

\45% f

them
n be set
and chosen based on specific situation. The result of ever mg is ferent. For

our house data one running result is shown in Table 3.

Table 3. The Weight Values of Attribuer An\ lipg Algorithm

id | Arioute Weight Value | id &%‘g’“te.\% Weight Value
1 | Bedroom(BR) 86 9. Height - 81

2 | Living room(LR) 25 40 o;iq\%a(m 59

3 | Kitchen(K) 29,,\"‘11 Stcwe(S) 54

4

Bathroom(BaR | 12 [Renavation 45
SRS

en)

5 | GFA o~ 90 @VResidential category(Res) 0

6 | NFA \‘0 52 \&4 Building types 62
s\\ \% (BT)

7 | Year(Y) % 15 | Property right 82
/\Q - (PR)

8 Layerk) ’ )67 16 | Facilities description(FD) 52

In this result the hi ight value means that it will have more influence on prediction
of price. For “Bed ?5‘ “Living room”, “Kitchen”, and “Bathroom” it is obvious that
the weight of be@in house is 86 indicating more influence than other three attributes. It
is easy to understand, for our second-hand housing data set is mainly consisted of residential
buildings aNE»’his kind of house it usually has more than one bedroom and the space of
bedroom teén greater.

“G assigned the weight 90 which is the greatest weight value in all attributes. The
r to some extend that when computing the house price the direct method it is to

y GFA and the price of unit area, so the influence is direct.

The weight value 86 of “Year” is also high. In China the housing property is valid for 70
years. The houses information we collect in our data set comes from two newer districts
“AidJian” and “Highway Bridge” in Harbin. Although in the two newer districts the years of
all houses are not too long, the high weight of year comes from consumption psychology and
it is obviously when other attributes are equal the newer house is more attractive to buyers.

“Layer” and “Height” usually are two related attributes and always are considered
together. In most cases the price of top layer is lower than other layers. The difference of
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weight value 67 and 81 is small. The difference may come from the price mechanism, since
except for the top layer with the increase of layer the price of unit area also increases so that
total price increases. For example in a building in the two districts the price of unit area of
mid-height is a, when increasing one layer the price adds 20/m* and when decreasing one
layer the price subtract 20/m?.

For “Orientation”, “Structure” and “Renovation”, Orientation’ weight value 59 is
greater and this reason why orientation is more important is relative with local environment.
In Harbin, the northeast city in China, the winter is cold and summer is hot. So in order to
have a warm room in winter the south orientation may be the first choice and in summer the
good exposure structure is the first choice, in brief the orientation is a the result of
comprehensive consideration and usually is paid more attention than other two attributes.
The extent of renovation can give the buyers initial confidence in house qualityWey

always redecorate houses after buying, so the weight value is lower than others.

“Residential category” has weight value 0 but this doesn’t mean it is not ?a?t. The
reason comes from our house data. In the data set there are four residential c@ s and the
percentages are: Affordable housing: 0.0920%, Commercial ‘and building:
0.8280%, Apartment: 5.7958%, and Ordinary residential ;2 % The ter percentage
93.1923% is the main reason that causes annealing to.e at 0. It an be understood
from the limit. If an attribute has only one kind of @ le., tb%zentage of the value is
100%, this attribute will not have any influence on prediCtion so th ight value should be 0.

“Property right” has a higher weight value ﬁhe value eflect the buyers’ concerns
on property. When other attributes are equal plete pr y is first choice.

5. Second and Following Pages@ \

Now the housing market in §hWwia/is boo d many economic analysts point out
the existing problems and st future r%]Ies. In this paper we research the price
prediction of Harbin secopd-hand ho et in China and analyze the influences of
different attributes on determi n. All the time second-hand house market
always reflects th mark emand so the price trend of these houses is the
barometer of re te m this paper we use KNN-related algorithms to
implement the. ftice predictio stimulated annealing methods to evaluate the
importances tributes. of these algorithms and techniques will help to set the
more reasonal#€ prices ive valuable advice on key factors that will have greater
influences on house o0 analysts decision makers of housing market.

References @

Y Hou g price bubbles in Beijing and Shanghai?: A multi-indicator analysis™, International Journal
Ho arkets and Analysis, vol. 3, no. 1, (2010), pp. 17-37.
[2] ‘Prices on the second-hand market for Swedish family houses: correlation, causation and
nants”, European Journal of Housing Policy, vol. 2, no. 1, (2002), pp. 1-24.
ray, “House price diffusion: an application of spectral analysis to the prices of Irish second-hand
IImgs” Housing Studies, vol. 28, no. 6, (2013), pp. 869-890.
[4] T.C. Leung and K. P. Tsang, “Anchoring and loss aversion in the housing market: implications on price
dynamics”, China Economic Review, (2013), 24: 42-54.
[5] K.E. Case, R.J. Shiller and A. Thompson, “What have they been thinking? Home buyer behavior in hot and
cold markets”, National Bureau of Economic Research, (2012).
[6] K. De Bruyne and J. Van Hove, “Explaining the spatial variation in housing prices: an economic geography
approach”, Applied Economics, vol. 45, no. 13, (2013), pp. 1673-1689.
[71 G. Amato and F. Falchi, “On knn classification and local feature based similarity functions”, Agents and
Artificial Intelligence. Springer Berlin Heidelberg, (2013), pp. 224-239.

Copyright © 2014 SERSC 199



International Journal of Smart Home
Vol.8, No.2 (2014)

[8] R.J. Samworth, “Optimal weighted nearest neighbour classifiers”, The Annals of Statistics, vol. 40, no. 5,
(2012), pp. 2733-2763.

[9] T. Segaran, “Programming Collective Intelligence: Building Smart Web 2.0 Applications. O'Reilly Media”,
(2007).

[10] S. Arlotand A. Celisse, “A survey of cross-validation procedures for model selection”, Statistics surveys, vol.
4, (2010), pp. 40-79.

[11] K. A. Dowsland and J. M. Thompson, “Simulated annealing”, Handbook of Natural Computing, Springer
Berlin Heidelberg, (2012), pp. 1623-1655.

[12] L. Ingber, A. Petraglia and M. R. Petraglia, “Adaptive simulated annealing”, Stochastic global optimization
and its applications with fuzzy adaptive simulated annealing”, Springer Berlin Heidelberg, (2012), pp. 33-62.

[13] F. Pedregosa, G. Varoquaux and A. Gramfort, “Scikit-learn: Machine learning in Python”, The Journal of
Machine Learning Research, vol. 12, (2011), pp. 2825-2830.

Technology, Harbin Institute of Technology His res ields are
intelligence information processing.

OQ

Authors \/
Weikun Zhao, Student in School of Comput@?@ and

Chao Sun, Do orkl ic test and control institute, Harbin
ecturer. The main research covers

Institute of T gy, Chi
image com& codm@ virtual test technology.

&

ng, Student in School of Computer Science and Technology,
Institute of Technology. His research fields are intelligence

200 Copyright © 2014 SERSC


http://www.amazon.com/Toby-Segaran/e/B001I9RQVS/ref=ntt_athr_dp_pel_1



