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Abstract 

Second-hand housing market is the barometer of the real estate market since the buyers of 

second-hand houses usually are those who really want to live, whereas financial investment 

and speculation are not their goals. So the price and determinants of second-hand houses 

reflect the real demand of housing market. In this paper KNN related algorithms are applied 

to study the problems associated with price of second-hand house. It includes using KNN and 

weighted-KNN algorithms to predict the price, using cross validation method to compute 

average deviation of prediction algorithm and compare KNN’s prediction effect with 

weighted-KNN’s, and using stimulated annealing optimization algorithm to compute the 

weight values of house attributes and evaluate the relative importances of them. Through the 

analysis of attribute importance it can show the influences of different house attributes on 

house price and the main concerns of buyers. All these results can give valuable information 

for manages, decision makers and appraisers of real estate. 
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1. Introduction 

With the rapid development of real estate market Chinese, first-tier cities housing prices 

are rising and remain high. But incomplete market information, non standardized market 

behavior, the scarcity of land, and the imperfect economy system result in property bubble 

gradually emerged [1]. The purchasing power of citizens remains relatively low, but property 

developers seek to maximize profits, so the supply and demand imbalance of housing market 

appears. Now secondary housing market is being paid more and more attention. 

On the real estate market dominated by commodity housing the price is the main market 

index [2]. When supply and demand of first-hand housing have problems, secondary 

commercial housing prices are more close to reflect the real estate prices and the changes of 

sales and prices of second-hand housing can indicate the real market demand [3, 4]. 

From the price point of view, the transaction prices of second-hand housing prices 

generally come from calm thinking, calculating and economy game of supply and demand 

sides. No matter what kind of pricing principles, market always plays a decisive role [5, 6]. 

Because it is close to real situation, second-hand housing price has great reference 

significance for determining the prices of first-hand and government-subsidized housing. The 

reasonable pricing strategy will have a fundamental influence on the success of the 

transaction. So in this paper we will study reasonable second-hand housing pricing strategy. 

There are four sections in the paper. The first section will give the description of our housing 

data and basic KNN algorithm. In the second section the weighted-KNN is introduced and the 

cross validation is used to evaluate and compare the prediction effect of KNN and weighted-
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KNN. The third section uses stimulated annealing algorithm to weight other attributes except 

for price and gives the result analysis. In the fourth section we summarize the paper. 

 

2. Data Set and KNN Algorithm 
 

2.1. Data Set Description 

Our second-hand housing data come from two districts: “AiJian” and “Highway Bridge” of 

Harbin, the capital of Heilongjiang province in China. We collect 1086 records of houses 

data. Each record contains 17 attributes (or fields). Table1 describes details of these attributes. 

Our main task is research how to predict the last attribute “Price” based on other attributes. In 

the process of collecting data there many attributes having description of string, but the 

algorithms we study need numerical values so some conversions are needed. The details of 

conversions are shown in the table. The basic principle is to assign an integer value to a string 

value of an attributes according how many records that “string value” classifies in whole data 

set. 

Table 1. The Description and Value of Data Fields 

Attribute Name Description Value 

Bedroom(BR) The number of bedrooms. A numerical value 

Living room(LR) The number ofbedrooms A numerical value 

Kitchen(K) The number of kitchens A numerical value 

Bathroom(T) The number of Bathroom A numerical value 

GFA Gross Floor Area A numerical value 

NFA Net Floor Area A numerical value 

Year(Y) Year A numerical value 

Layer(L) Layer A numerical value 

Heigh(H) Height of the building A numerical value 

Orientation(O) Orientation of the house A numerical value. The relation of orientation  and the 

numerical value: {North:1, East:2, West:3, 

Northeast:4, Northwest:5, Southwest:6,  East-

west:7,  Southeast:8, South:9, North-south:10}. *The 

greater  number means the corresponding item has 

more instances in sampling. (The same below) 

Structure(S) Structure of the house A numerical value. The relation of orientation  and the 

numerical value:{Duplex apartment:1, ,Others:2, 

Split-level:3, Duplex:4, General:5}. 

Renovation 

(Ren) 

Renovation types A numerical value. The relation of orientation  and the 

numerical value:{middle:1, luxury:2, Rough:3, 

simple:4, refined:5}. 

Residential 

category 

(Res) 

Residential category A numerical value. The relation of residential category  

and the numerical value:{ 

Affordable housing:1, Commercial and residential 

building:2, Apartment:3, Ordinary residential:4}. 
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Building types 

(BT) 

Building types A numerical value. The relation of building types  and 

the numerical value:{Bungalow:1, Brick building:2, 

Tower:3, Brick and Concrete :4, Steel and 

concrete:5}. 

Property right 

(PR) 

Property right A numerical value. The relation of building types  and 

the numerical value:{Commercial residential 

building:1, Others:2, Bills in three parts:3, Personal 

property:4}. 

Facilities 

description 

(FD) 

The supporting facilities. The numerical value of facilities of house. 

Price(P) House price The numerical value of house price. 

 

2.2. KNN Algorithm 

Bayesian classifiers, decision tree, and support-vector machines are not the best method 

when they are used in numerical price prediction. In this section we introduce KNN (k-

nearest neighbors) algorithm [7, 8]. 

As the name suggests, there two important points to understand this algorithm: “K” and 

“nearest” 

1) The measure of the “nearest” 

The nature of KNN algorithm is to find out the “nearest” neighbor items to an item that has 

some attribute to be predicted, e.g., “price” attribute in this research. The “nearest” also 

means “most similar”, “closest” etc., and how to represent this measure is a key problem. 

Inspired by geometry we can use Euclidean distance as the metric. Although usually it is 

often used in 2D and 3D  geometry, it can also be used in higher dimensions. This extension 

is easy to understand and operate. For example in 2D there are two points P1(x1, y1) and P2(x2, 

y2), then the Euclidean distance d between them is, 

 

The data in Table 2 is a segment of data set. The field names and values are described in 

Table 1. 

Table 2. A Segment of Data Set 

BR LR K BaR GFA NFA Y L H O S Ren Res BT PR FD P 

2 1 1 1 85.12 67.89 2005 15 16 8 5 5 4 7 4 18 72 

2 1 1 1 69.9 50 1996 2 7 7 5 1 4 7 4 18 51.8 

3 1 0 2 140 95 2005 6 7 10 5 4 4 1 4 19 94 

2 1 1 1 62 42 1993 2 7 7 5 4 4 7 4 0 46 

1 1 1 1 66 48 1987 6 7 6 5 5 4 7 4 0 42 

2 1 1 1 81.9 54.6 1993 3 8 10 5 5 4 7 4 18 60 

2 1 1 1 74.2 53 1994 3 7 5 5 1 4 7 4 12 51 

2 1 1 1 61.09 41 1989 2 6 10 5 1 4 7 4 12 41 

2 1 1 1 132 93 2001 7 8 10 5 4 4 7 4 15 85 

1 1 1 1 3800 3600 1992 1 3 10 5 5 4 7 4 15 4500 

2 1 1 1 99 66 2002 2 7 8 5 2 4 7 4 5 77 

2 2 1 1 174 128 2009 5 30 8 5 5 4 7 4 29 190 

Onli
ne

 Vers
ion

 O
nly

. 

Boo
k m

ad
e b

y t
his

 fil
e i

s I
LL

EGAL.



International Journal of Smart Home 

Vol.8, No.2 (2014) 

 

 

194   Copyright ⓒ 2014 SERSC 

The record in third line can be represented as P3 (3, 1, 0, 2, 140, 95, 2005, 6, 7, 10, 5, 4, 4, 

1, 4, 19, 94) and the fourth line as P4 (2, 1, 1, 1, 62, 42, 1993, 2, 7, 7, 5, 4, 4, 7, 4, 0, 46), so 

the d can be computed as above, 

 

  

               

2) The meaning of k 

Based on the measure of similarity we can choose the k items that have the most nearest d 

as the k nearest neighbors of current item. When KNN is used in prediction the task usually is 

to predict the value of some attribute based on the known values of other attributes. In this 

research our main task is to predict the reasonable housing price ‘P’ which lies in the last 

column in table2.  

Except the ‘P’ attribute we need give other attribute values, and use these values to 

compute d, i.e., in the above computation the last item  should not be included. 

After get the k nearest neighbors we use the average value of the prices of the k neighbors as 

the price of the item that we want to predict.  

The KNN algorithm is described as below. Suppose that the data record format is: {[a1, a2, 

… , an], ap}, ‘ai’ represent attribute i. The corresponding values are represented as {[v1, v2, … 

, vn], vp}, vp is the attribute value to be predict, and [v1, v2, … , vn] are the input values other 

attributes.  

KNN algorithm: 

input: [v1, v2, … , vn], 

 [r1, r2, … , rm],  data_set（set of all known data）,  

k, number of neighbors.  

output: vp 

 Step1. Compute all distances ds between [v1, v2, … , vn] and each item in data_set 

and get ds = [d1, d2, … , dm], m is the number of items in data_set. 

 Step2.  Sort ds in ascending order [d1’, d2’, … , dm’] and get the corresponding k items 

based on the indices of first k distance value, i.e. r = [r1’, r2’, … , rk’].   

 Step3.  Compute the average value of vp. 

 

When k=1 the is the nearest neighbor corresponding attribute value. Either too few or 

too many neighbors all will have a big effect on the . Usually k is greater than 1 and has 

different values according to different data sets and problem domains. In this research k is set 

to 3.  

KNN algorithm is easy to understand and implemented. For example now we have a 

new second-hand house in the near district to sell and the values of 16 attributes (in the 

first 16 columns in table1) [2.0, 1.0, 1.0, 1.0, 69.9, 50.0, 1996.0, 7.0, 7.0, 3.0, 1.0, 2.0, 

0.0, 2.0, 1.0, 18.0] and k=20 are input into the algorithm, after computation we get 

. 
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3. Weighted-KNN¬¬ and Cross Validation 

As stated earlier k is an important parameter. In KNN algorithm step3 the formula 

computes the average just by divided by k, i.e., each nearest neighbor’ contribution to 

prediction is treated as equivalent. But a more reasonable deduction is that the farther distance 

gives lower contribution. Figure 1 gives an illustration showing this idea. In this example 

k=3, n1, n2, and n3 are the k nearest neighbors of n0. D1, d2, and d3 are the distances and the 

corresponding weight values w1, w2, and w3 are used to measure contribution. Since 

, based on description above, 。The relation of distance and 

weight value can be expressed by Gaussian Function [9].  

 

a, b, c, d are real constants, and . Figure 2 shows this function. 

   

Figure 1. Weighted-KNN Illustration         Figure 2. The Relation of Distance and  
Weight 

Weighted–KNN algorithm is similar to KNN. The main difference is in step3. In 

weighted–KNN the formula should be  

 

In the following test KNN and weighted–KNN algorithms are compared. We randomly 

choose 4 records, r1, r2, r3, and r4, in the comparison different k’s values are chosen: k=1, 

k=2, k=3, k=4, k=5.  

r1 =[2, 1, 0, 1, 85.12, 67.89, 2005, 15, 16, 8, 5, 4, 4, 1, 4, 19, 68] 

r2=[1, 1, 1, 1, 62.3, 45, 2005, 13, 30, 8, 5, 1, 4, 7, 4, 41, 63.8] 

r3 =[3, 1, 1, 2, 183.38, 123.07, 2012, 20, 32, 10, 5, 3, 4, 7, 3, 12, 315] 

r4 =[2, 1, 1, 1, 64, 43, 2014, 1, 30, 10, 5, 3, 4, 7, 4, 21, 75] 

For each record the first 16 attributes values are input into KNN and weighted-KNN 

algorithm respectively and the corresponding predicted values are returned. The comparison 

features are shown in Figures 3 to 7. In each figure the x-axis represents k’s values and y-axis 
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represents the real and predicted values. The straight line is for the real value. The dot line 

and dash line are for predicted values of KNN and weight-KNN algorithm respectively. 

 

Figure 4. The Comparison Result     Figure 5. The Comparison Result 

for r1                                              for r2 

 

Figure 6. The Comparison Result       Figure 7. The Comparison Result 
for r3                                                    for r4 

Obviously in all four situations the weighted-KNN predictions are more precise than KNN. 

In this example only 4 records are chosen, next we will further verify the result by cross-

validation [10] the data set is divided into two sets: train set and test set. The idea is easy to 

understand: use data in train set to predict records in test set and compute the deviation of 

predicted value and real value (in the test set real value of record is known). The average 

deviation will give the approximate prediction of applied algorithm. The different division 

will generate different average deviation so it always needs to run many times to approaching 

a reasonable estimation. Figure 8 gives the cross validation comparison results of KNN and 

weighted-KNN algorithms. The x-axis also represents different k’s values and y-axis 

represents the corresponding average prediction deviations or errors. The dot line and dash 

line represent average prediction errors of KNN and weighted-KNN respectively. The results 

indicate that weight-KNN is more accurate than KNN. We can also find the average error 

increases with the k’value growth. 
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Figure 8. The Cross Validation Results of KNN and Weight-KNN 

Although for our housing price data set the prediction effect of weighted-KNN generally is 

better than KNN’s, it can’t say weighted-KNN is always better than KNN. For the different 

data sets the weight values and chosen k are different and usually this can have significant 

influence on predication effectiveness. For a specific data set the weight values the weight 

values can be determined by test just as we did in above experiment. 

Now we have an effective way to predict the housing price but there remains a 

problem. In weighted-KNN the neighbor’s price weight value is the Gaussian function 

of distance and the value describes the degree of importance of distance, but what the 

importances of attributes or their relative importances are is an interesting problem. 

Through the analysis of relative importances we can answer which attributes are more 

important than others and know the factors that buyers pay more attention to when they 

choose second housing to buy. 

 

4. Stimulated Annealing Algorithm 

There are still two problems in our price prediction. 

(1) In the data fragment shown in Table 2 the values in the ‘Y’ (year) column are 

obviously greater than values of other columns. In KNN or weighted-KNN algorithm the 

measure of difference between two records is Euclidean distance so though the value is 

greater, the subtraction will eliminate the kinds of effect. For example in the first two rows in 

Table 2 the difference of ‘Y’ values is 2005-1996=9 or 1996-2005=-9 whereas the difference 

of ‘L’ is 13 or -13, instead it is greater. But when both attribute value and difference value of 

some attribute are obviously greater than other attributes, only using subtraction can’t 

eliminate the effect. 

(2) In weighted-KNN algorithm the distance is associated with a weight value. Now if we 

want to compare the relative importances of attributes, it is also necessary to give appropriate 

weight values to corresponding attributes. In Figure 1 the relation of weight and distance is 

intuitive but there are 16 attributes except for “price” and the relative importances of them are 

hard to perceptible. So how to weigh these attributes is an interesting topic 

Optimization algorithms can be used to solve these problems. Many optimization 

algorithms can achieve this goal such as genetic algorithm, stimulated annealing [11, 12], 
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particle swarm algorithm and so on. For case (1) though in our house data set the subtraction 

can eliminate the effect, on many other cases appropriate weight values determined by 

optimization algorithms will help reduce influences of some attributes on prediction results.  

For case (2) we now use the annealing optimization algorithm
[13]

 to find the relative 

importances of house attributes on price prediction.  

First it needs to set the ranges of weight values of all attributes. In the house data there 16 

attributes so we set 16 ranges, 

. 

For simplicity all the ranges are same. In each range 0 represents minimum weight value 

that means the corresponding attribute has no effect on price prediction and 100 represents 

maximum weight  value meaning greatest influence on the prediction result. The value 

between 0 and 100 can be used to measure the relative importances of other attributes. 

Then for each attribute a random initial weight value in range [0,100] is set and all of them 

together are fed into annealing algorithm as one parameter. The other parameters can be set 

and chosen based on specific situation. The result of every running is usually different. For 

our house data one running result is shown in Table 3. 

Table 3. The Weight Values of Attributes after Annealing Algorithm 

id 
Attribute 

Name 
Weight Value id 

Attribute 

Name 
Weight Value 

1 Bedroom(BR) 86 9 Height(H) 81 

2 Living room(LR) 25 10 Orientation(O) 59 

3 Kitchen(K) 29 11 Structure(S) 54 

4 Bathroom(BaR) 58 12 Renovation 

(Ren) 

45 

5 GFA 90 13 Residential category(Res) 0 

6 NFA 52 14 Building types 

(BT) 

62 

7 Year(Y) 86 15 Property right 

(PR) 

82 

8 Layer(L) 67 16 Facilities description(FD) 52 

In this result the higher weight value means that it will have more influence on prediction 

of price. For “Bedroom”, “Living room”, “Kitchen”, and “Bathroom” it is obvious that 

the weight of bedroom in house is 86 indicating more influence than other three attributes. It 

is easy to understand, for our second-hand housing data set is mainly consisted of residential 

buildings and in this kind of house it usually has more than one bedroom and the space of 

bedroom is often greater. 

“GFA” is assigned the weight 90 which is the greatest weight value in all attributes. The 

reason is to some extend that when computing the house price the direct method it is to 

multiply GFA and the price of unit area, so the influence is direct. 

The weight value 86 of “Year” is also high. In China the housing property is valid for 70 

years. The houses information we collect in our data set comes from two newer districts 

“AiJian” and “Highway Bridge” in Harbin. Although in the two newer districts the years of 

all houses are not too long, the high weight of year comes from consumption psychology and 

it is obviously when other attributes are equal the newer house is more attractive to buyers.  

“Layer” and “Height” usually are two related attributes and always are considered 

together. In most cases the price of top layer is lower than other layers. The difference of 
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weight value 67 and 81 is small. The difference may come from the price mechanism, since 

except for the top layer with the increase of layer the price of unit area also increases so that 

total price increases. For example in a building in the two districts the price of unit area of 

mid-height is a, when increasing one layer the price adds 20/m
2
 and when decreasing one 

layer the price subtract 20/m
2
.  

For “Orientation”, “Structure” and “Renovation”, orientation’ weight value 59 is 

greater and this reason why orientation is more important is relative with local environment. 

In Harbin, the northeast city in China, the winter is cold and summer is hot. So in order to 

have a warm room in winter the south orientation may be the first choice and in summer the 

good exposure structure is the first choice, in brief the orientation is a the result of 

comprehensive consideration and  usually is paid more attention than other two attributes. 

The extent of renovation can give the buyers initial confidence in house quality but they 

always redecorate houses after buying, so the weight value is lower than others. 
“Residential category” has weight value 0 but this doesn’t mean it is not important. The 

reason comes from our house data. In the data set there are four residential categories and the 

percentages are: Affordable housing: 0.0920%, Commercial and residential building: 

0.8280%, Apartment: 5.7958%, and Ordinary residential: 93.1923%. The greater percentage 

93.1923% is the main reason that causes annealing to converge at 0. It also can be understood 

from the limit. If an attribute has only one kind of value, i.e., the percentage of the value is 

100%, this attribute will not have any influence on prediction so the weight value should be 0. 

“Property right” has a higher weight value 86. The value can reflect the buyers’ concerns 

on property. When other attributes are equal the complete property is first choice. 

 

5. Second and Following Pages 

Now the housing market in China is booming and many economic analysts point out 

the existing problems and forecast future bubbles. In this paper we research the price 

prediction of Harbin second-hand house market in China and analyze the influences of 

different attributes on price determination. All the time second-hand house market 

always reflects the actual market demand so the price trend of these houses is the 

barometer of real estate market. In this paper we use KNN-related algorithms to 

implement the price prediction and stimulated annealing methods to evaluate the 

importances of attributes. All of these algorithms and techniques will help to set the 

more reasonable prices and give valuable advice on key factors that will have greater 

influences on house prices to analysts decision makers of housing market. 
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