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Abstract 

A thermal infrared images obtained by a FLIR infrared cameras can be used to inspect the 

malfunction or energy strength of warmth in a location. However, generally the resolution of 

thermal infrared images is smaller than that of optical images, image enlargement approach 

is requested. In this paper, we studied on filter design algorithm for image upsampling and 

horizontally, vertically, or horizontally-vertically. Through the training process, the most 

appropriate filter coefficients are assigned to achieve a better performance. In a comparison 

with different sized filters and existing upsampler, it is clearly seen that bigger filter 

outperforms all other smaller filters in terms of both objective and visual quality. 
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1. Introduction 

The thermal infrared images are one of models of infrared images. Thermographic cameras 

such as FLIR cameras [1, 2] discern radiation in the infrared range of the electromagnetic 

spectrum and create images of such radiation [3-5]. This is called thermograms. All things 

emit infrared radiation and the quantity of radiation sent out by an object intensifies with 

degree of hotness (or temperature). Therefore, warm-blooded animals such as human, dogs, 

birds become easily visible against the environment in daytime or night [6, 7]. 

One of main advantages of thermal infrared images is thermal infrared images display 

optical pictures of temperatures over a certain area, and we may compare the temperature on 

each location. Thus, thermal infrared images can be used to assess or evaluate in locations 

where it is unreachable or dangerous. Also, thermal infrared images can be used as a 

diagnostic purpose, thus it can be used as a non-destructive test method. For example, thermal 

infrared images can be used to search imperfection or artifacts in construction areas where 

pipes, shafts, metal, and plastic parts are inspected [8-10]. Moreover, thermal infrared images 

can be used in an area with less luminance. Figure 1 shows an example of optical picture and 

its low resolution thermal infrared picture.  

In this paper, we propose an image upsampling algorithm for low resolution thermal 

infrared images. The proposed method is for enhancing a low resolution thermal infrared 

image captured by thermographic cameras such as FLIR cameras. The scenario we assumed 

is that we firstly reduce the size of the thermal infrared image captured by FLIR cameras, and 

reconstruct the original size of the thermal infrared image by means of designed filter.  

The remainder of the article is arranged as follows. In Section 2, the proposed method is 

described in detail. Simulation results demonstrate the performance of the proposed method 

in Section 3. The paper is concluded with an overall discussion in Section 4. 
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(a) (b) 

Figure 1. (a) An Example of Optical Image and (b) Thermal Infrared Image of (a) 
Obtained by FLIR Infrared Camera 

2. Thermal Infrared Image Upsampling 

The signal upsampling is a process of increasing of image sampling rate. In this paper, we 

adopt traditional least squares [11, 12] method (LSM) in our upsampling algorithm. The LSM 

has two stages. One is training stage using ground truth test images where one can obtain the 

best filter with certain coefficient to reconstruct image. The other one is to filter the imperfect 

image to obtain the reconstructed images. To conduct the second stage, filters must be 

obtained, in other words, the first stage must be executed before the second stage. Some 

applications merge above two stages at the same time, however the system becomes slow and 

eventually causes large computational cost. Figure 2 shows the process of the proposed LSM 

system. 

To conduct the first stage, we firstly convert ground truth image into downsampled image. 

The original image is used as the ground truth image which is the goal of our reconstructed 

image. The training stage uses ground truth image and its downsampled image as the training 

substances and apply LSM to obtain certain coefficients with different size. Normally the 

filter size is determined as odd numbers such as 3×3, 5×5, etc. There are many scenarios to 

downsample an image. For example, an image can be downsampled horizontally with the 

factor of N or can be downsampled vertically or diagonally with the factor of N. Also, the 

factor N can vary with different integer number. In this paper, we assume the parameter N as 

even number. Finally the best coefficients of filter are determined by having the performance 

metric minimized by means of statistics. In this paper, the adopted performance metric is 

mean squared error (MSE). We adopted traditional LSM in our system. By means of LSM, 

filter coefficients are determined, and we use the same filter to estimate reconstructed image. 

As described in the previous paragraph, the set of filter coefficients are determined in the 

training stage using original and the downsampled images. The determined coefficients are 

chosen in accord with a k
th
 order model, and in many cases the nearest pixels are adopted. The 

estimation is depicted in Eq. (1), 
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Figure 2. (a) An Example of Optical Image and (b) Thermal Infrared Image of (a) 
Obtained by FLIR Infrared Camera 

The obtained coefficients for LSM estimation is locally optimized in a least-square sense. 

One of the useful selections of a training window is a rectangular-shape window which has 

U=2p(p+1) elements, where p is the size of training window: p+1 is vertical direction size and 

p is horizontal direction size. Then, the training progression is organized in a U by 1 column 

vector z=[y(s-1), y(s-2),…, y(s-U)]. By the estimation neighbors, one can form an U×V matrix 

 

( 1 1) ( 1 2) ... ( 1 )

( 2 1) ( 2 2) ... ( 2 )
,

... ... ... ...

( 1) ( 2) ... ( )
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 (2) 

 

Now, the optimal coefficients can be obtained by traditional least squares method.  

 

1( ) ( )T TA A A zc  (3) 

 

which is the solution of  

 2
arg min ,

c

c z - Ac  (4) 
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3. Simulation Results 
 

     

(a) (b) (c) (d) (e) 

     

(f) (g) (h) (i) (j) 

     

(k) (l) (m) (n) (o) 

Figure 3. 15 Original Test Images for Comparison. Labels (a) to (o) are #1 to 
#15 

     

(a) (b) (c) (d) (e) 

     

(f) (g) (h) (i) (j) 

     

(k) (l) (m) (n) (o) 

Figure 4. 15 Infrared Test Images for Comparison. Labels (a) to (o) are #1 to #15 

To assess the efficiency of the proposed filters, we compared our filters with ground truth 

(bilinear method). The test images include 15 RGB images shown in Figure 3 and its thermal 

images (NIR: near-infrared) are shown in Figure 4. The scene dataset we used is accessible 
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[13]. The imageset comprise of 477 test images in nine different classes saved in RGB and 

NIR. The nine classes include country, field, forest, indoor, mountain, oldbuilding, street, 

urban, and water categories. For more information of the imageset, one may download images. 

The parameter N is assigned as 2. 

 

     

(a) (b) (c) (d) (e) 

     

(f) (g) (h) (i) (j) 

     

(k) (l) (m) (n) (o) 

Figure 5. Designed 23×23 Filters for Each Test Infrared Image. Labels (a) to (o) 
are #1 to #15 

Figure 5 shows the frequency response of 15 filters obtained by 15 different images. 

Depend on the training image, the shape of the frequency response is varying. From 

frequency response, it is clearly seen that image #4 has less high-frequency energy in a test 

image, while image #6 has more high-frequency energy in a test image. Note that the low 

frequency energy gathers at [0,0] position on the power spectrum density, and high frequency 

energy is displayed at the left-right (horizontal direction), up-down (vertical direction), or 

corner side (diagonal direction) of the power spectrum density. 

Figure 6 shows the reconstructed images using image #14. Figure 6(a) is obtained using 

bilinear method and Figure 6(b) is obtained using the proposed 23×23 size filter. Figures 6(c) 

and 6(d) are difference images between original images and the reconstructed ones. Since the 

color of the images are inverted from 0 to 255 and 255 to 0, less intensity implies less 

artifacts on the reconstructed images. In other words, Figure 6(c) shows more values with less 

intensity, Figure 6(c) is visually better results. In the same manner, Figure 7 can be 

interpreted as above (Figure 6). 
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(a) (b) 

  

(c) (d) 

Figure 6. Visual Performance Comparison using #14 Image: (a) Reconstructed 
#14 Image with Bilinear Method, (b) Reconstructed #14 Image with Designed 

23×23 Size Filter, (c) Image Difference between Original Image and the Bilinear 
Method used One, (d) Image Difference between Original Image and the 

Designed 23×23 Size Filter Used one. Note that (c) and (d) are Color Inverted 
Results 

Figure 8 shows the performance between bilinear method and the proposed filter with 3×3 

size. As we can see the proposed filter shows 3.5 dB better peak signal-to-noise ratio (PSNR) 

on 15 test images. Figures 9 and 10 show the PSNR difference comparison between different 

sized filters: 3×3, 5×5, 7×7, 9×9, 11×11, 13×13, 15×15, 17×17, 19×19, 21×21, and 23×23. 

We assume 3×3 filter is the ground truth, thus if PSNR result is positive numbers, bigger 

filter gives better performance. Interestingly, it is found from Figs. 9 and 10 that bigger filter 

does not always give better results (image #6). As can be seen from Figures 9 and 10, as filter 

size growing, the PSNR results goes down -0.2 dB. 
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(a)  (b) 

  

(c)  (d) 

Figure 7. Visual Performance Comparison using #15 Image: (a) Reconstructed 
#15 Image with Bilinear Method, (b) Reconstructed #15 Image with Designed 

23×23 Size Filter, (c) Image Difference between Original Image and the Bilinear 
Method used One, (d) Image Difference Between Original Image and the 

Designed 23×23 Size Filter used One. Note that (c) and (d) are Color Inverted 
Results 

 

Figure 8. PSNR Performance Comparison between Bilinear Method and the 
Proposed 3×3 size Filter 
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Figure 9. PSNR Difference Comparison between Different Sized Filters: 3×3, 
5×5, 7×7, 9×9, 11×11, and 13×13. The 3×3 Filter is the Ground Truth 

 

Figure 10. PSNR Difference Comparison between Different Sized Filters: 15×15, 
17×17, 19×19, 21×21, and 23×23. The 3×3 Filter is the Ground Truth 

4. Conclusions 

In this paper, a new thermal infrared images upsampling method was introduced. As the 

resolution of thermal infrared images is smaller than that of color image obtained by digital 

camera via CFA, image upsampling method is necessary. To meet this request, filter design 

approach in training stage was proposed. The implementation stage proves our method is 

feasible. Simulation results show the PSNR performance in detail. 
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