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Abstract 

The previous development environments for smart phone contents are needed to generate 

specific target code depending on target devices or platforms, and each platform has its own 

developing language. Therefore, even if the same contents are to be used, it must be 

redeveloped depending on the target machine and a compiler for that specific machine is 

needed, making the contents development process very inefficient. 

The Smart Cross Platform was developed for executing contents written in various 

programming languages – C, C++, Java, and Objective-C – on iOS or Android based smart 

devices. The contents developed in each programming language are translated into 

intermediate language called SIL (Smart Intermediate Language) by the compiler. And, the 

translation results - intermediate programs are executed on the SVM (Smart Virtual Machine) 

– a core module of the Smart Cross Platform – without device dependency. Intermediate 

language based SVM has an advantage of execution on multiple target devices without 

considerations about device specific features, but it has also a problem which low 

performance by the software-based execution, consequently. Therefore, to improve the 

performance of SVM is very important issue. 

In this paper, we deal with two kinds of optimization technique to optimize stack based 

SVM which can execute on various smart devices. And, to improve performance of the SVM 

on execution engine aspect, we apply the one of these optimization techniques. For 

verification of this optimization technique, we profile and analyze performance of the 

original/optimized SVM. As a result of the experiments, the optimized SVM has 23~27% 

reduced execution times than the original SVM.  

 
Keywords: Smart Virtual Machine, Optimization, Smart Platform, Stack Interpretation, 

Execution Engine 

 

1. Introduction 

The existing developmental environments for producing smart phone contents are tightly 

coupled with target platforms and devices. It means that the programming language to 

develop the contents is pre-determined and the generated target code by compiler depended 

on specific target devices or platforms [1, 2]. Therefore, even if the same contents are to be 

used, it must be redeveloped depending on the target machine and a compiler for that specific 

machine is needed, making the contents development process very inefficient. 
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The Smart Cross Platform [3-6] is a virtual machine based solution which aims to solve 

such problems. It supports various programming languages – C / C + +, Java, Objective-C. 

And the contents developed in each programming language are translated into SIL to 

executing on the SVM, device independently. Intermediate language based SVM has an 

advantage of execution on multiple target devices without considerations about device 

specific features, but it has also a problem which low performance by the software-based 

execution, consequently. 

In this paper, we deal with 2 kinds of optimization technique to optimize stack based SVM 

which can execute on various smart devices. And, to improve performance of the SVM on 

execution engine aspect, we apply the one of these optimization techniques. For verification 

of this optimization technique, we profile and analyze performance of the original/optimized 

SVM. 

This paper is organized as follows. In Chapter 2, concept of the Smart Cross Platform, 

intermediate language and execution file format used in SVM, execution methods are 

examined. In Chapter 3, the optimization techniques to enhance the execution performance 

are examined. In Chapter 4, results of the execution engine aspect optimization shown. Lastly 

in Chapter 5, the conclusion of the paper and future direction of research are discussed. 

 

2. Related Studies 
 

2.1. Smart Cross Platform 

The Smart Cross Platform is a stack based virtual machine solution which is loaded 

on smart devices. It is a stack based virtual machine based solution which can 

independently download and run application programs. The SVM consists of three main 

parts; compiler, assembler and virtual machine. It is designed in a hierarchal structure 

to minimize the burden of the retargeting process. Figure 1 shows a system configuration 

of the Smart Cross Platform [3-6]. 

 

 

Figure 1. System Configuration of the Smart Cross Platform 

It is designed to support procedural programming languages, object-oriented 

programming languages and etc. In the Smart Cross Platform, input contents are 

translate into SIL codes as intermediate language by compiler collection, and it is an 

advantage that the Smart Cross Platform cover the C/C++ and Java, which are the most 

widely used languages used by developers. SIL codes, the result of the 

compilation/translation process is changed into the running format SEF(SIL Executable 

Format) through an assembler. The SVM then runs the program after receiving the SEF.   

The SIL code is a result of the compilation process and it is changed into the executing 

format SEF (Smart Executable Format) through an assembler. The SVM then runs the 

program after receiving the SEF. The SVM is composed by five major modules - SEF loader, 
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stack based interpreter, SVM built-in libraries, native interfaces, runtime environments, and 

runtime environments consist of exception handler, memory management, and thread 

scheduler. And the SVM is designed to easily add debugging interfaces, profiling interfaces, 

and etc. 

 

2.2. SIL & SEF 

SIL, the virtual machine code for SVM, is designed as a standardized virtual ma-

chine code model for ordinary smart devices and embedded systems [5, 7]. SIL is a 

stack based command set which holds independence as a language, hardware and a plat -

form. In order to accommodate a variety of programming languages, SIL is defined 

based on the analysis of existing virtual machine codes such as bytecode [8-10], .NET 

IL [11, 12] and etc. In addition, it also has the set of arithmetic operations codes to 

cover procedural programming languages and object oriented languages. 

SIL is composed of a meta-code which carries out particular jobs such as class creation and 

an operation code with responds to actual commands. An operation code has an abstract form 

which is not subordinated to specific hardware or source languages. It is defined in mnemonic 

to heighten readability and applies a consistent name rule to make debugging in assembly 

language levels easier. In addition, it has a short form operation code for optimization. SIL 

has 6 groups (except optimization group) of operation codes and Figure 2 shows the category 

of SIL operation codes. 

 

 

Figure 2. Category of SIL Operation Codes 

SEF’s structure largely consists of a header section which is in charge of expressing SEF 

files’ composition, a program segment section and a debug section expresses debugging 

related information. The program segment section can be divided again into three sections 

which express codes and data [13]. The following Figure 3 is a simple diagrammed form of 

the SEF structure. 

 

 

Figure 3. Structure of the SEF 
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In the header section, the detailed composition of program segments is expressed 

while information on programs’ entry points is recorded. In addition, information 

related to the SEF file’s header section is exclusively read to predict the entire memory 

expected to be used, and it is composed so that easy approaches can be made using 

detail sections as entry points.  

Program segments are a form which is loaded and run in the SVM’s memory and 

consists of pure codes and data. It separates data such as symbol tables and debugging 

information which are unimportant when running a SEF’s program segment. This 

specific design is aimed towards minimizing the loading speed and memory space 

required by the SVM memory.  

Program segments can be classified into the RO section, the RW section or the ZI 

according to the characteristics of the program components. Each of these areas has the 

following definition. First, the RO section stores codes and literal data  which have read-

only approach characteristics. Next, the RW section stores all global variable data 

which have initialization values on the source codes which have read-write approach 

characteristics. Finally, the ZI section refers to the section of global variables which do 

not have initialization values on the source codes. The debug section is space for 

expressing the debugging information of application programs stored in SEF. It is not 

loaded on the SVM’s running memory and is used through IDE  (Integrated 

Development Environment) or the debugger tool. According to the SVM compiling 

options, the debug section on SEF exists selectively and does not influence the running 

of the program. 

 

2.3. Comparison of the Virtual Machine (VM) and the Native Execution Method 

Aspects of executing contents, there are differences between the VM method and the 

Native. Firstly, the VM method cans easily executing the same VM application even if 

H/W changed because it has the H/W independence. Also, it has the stability for the 

target system when the errors exist in the VM contents and can be easily ported to 

various H/W. 

On the other hand, the execution performance of the algorithm code is slower than 

the native method. In the case of the native method, need the changes of the contents by 

the characteristics of hardware platforms and OS, and it can affect the system due to the 

errors in the contents. But, the executing performance of the algorithm code is faster 

than the VM method [4, 6, 14, 15]. Table 1 shows the difference of the VM and the 

native execution method. 

Table 1. Comparison of the VM and the Native 

 Virtual Machine Native 

Execution 
Mechanism 

Software, 

Intermediate Code / Software 
Register based 

JIT, Hot spot 

Hardware, 

Machine Code 

Hardware 
Dependency 

Hardware Independent Hardware Dependent 

Execution 
Performance 

Low High 

Contents Porting Easy Difficult 

Stability on Error High Low 
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3. The Optimization Techniques for the SVM 

SVM’s detailed module configuration is shown in Figure 4. Largely, it combined 5 

components; SEF loader which is load input SEF files on the memory, interpreter for stack 

based evaluating instructions in memory, managing module group for runtime environment, 

built-in SVM library, and native interface which is used for interaction with native platform. 

And, it also designed for the additional components like debugging and profiling interface. 

The interpreter is SVM’s core module which is SIL codes execution routine from loaded 

SEF file. The interpreter has action procedures that mapped on each SIL code, and it executes 

instructions with reference which is stored metadata by loader. On execution, evaluated data 

is stored and managed in stack or heap, and if error occurred while executing then the 

exception handler catch the occurred error and output the related error message and halt the 

VM instance for the given program. 

In the portability of the contents, the SVM has an advantage, but it has the low 

performance due to the S/W interpretation for the instructions. Optimization techniques for 

solving these problems can be viewed from two major aspects. Firstly, the optimization of the 

instruction codes itself in the contents. The optimized code, because it reduces the cost of the 

interpretation of the virtual machine, is a very important issue in the virtual machine 

optimization. Next, the optimization of the interpretation method is one of the important 

issues. 

The VM requires efficient interpretation method because the stack based interpretation 

under the general fetch-decode-dispatch method has very poor performance. In this chapter, 

we will discuss these issues. 

 

 

Figure 4. System Configuration of the Smart Virtual Machine 

3.1. Code Level Optimization 

Diverse optimization techniques have been deployed lately in the compilation process of a 

source program for improving the program’s execution speed and reducing the size of the 

source code. Optimization techniques in the compiler development stage can be categorized 

into target machine-independent intermediate code optimization [16, 17] and target machine-

dependent target code optimization. Furthermore, since recent attention regarding complier 

development has been focused on the retargetable optimization compiler that facilitates 
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applications in various target machines, there is an increasing need for target machine-

independent intermediate code optimization. 

Figure 5. Code Optimization Model for SVM 

As shown in Figure 5, if the SIL is optimized by the code optimizer, more efficient code 

execution is possible and the executing performance is increased. Also, reduce the contents 

size and improve the performance at the same time by the adding optimization specific SIL 

code can be abbreviate multiple instructions to smaller command [4, 6, 17]. 

 

3.2. System Level Optimization 

Differently from the code level optimization perspective, the Virtual Machine (VM) 

system optimization may be considered. Especially, there are a variety of methodologies to 

improve the performance through the interpretation of a stack-based content, because it has a 

big impact on the degradation of the performance of the VM executing. Firstly, JIT, Back-

End, Decompilation and Hotspot Compilation are the native executing method for the 

contents to avoid the disadvantages of the VM method. Such ways are the method to convert 

to native code and execute rather than directly executing the intermediate code in the VM 

[18]. 

 

4. Interpretation Optimization & Experimental Results 

In this paper, we propose the interpretation routine optimization for the Smart Virtual 

Machine (SVM), the proposed technique is system level optimization. Figure 6 shows the 

typical VM interpretation model, and SVM has an implemented execution engine based on 

this general execution model. 

This model executes matched instruction or calls API by lookup routine after load an 

instruction from SEF file lookup. In the this model, the lookup routine is hotspot cause it 

needed highly operation time. Following Table 1 shows profiling result of the needed time in 

the each module to executing game contents on the SVM. 
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Figure 6. Typical Interpretation Model of SVM 

Table 2 shows the top 10 SVM modules that needed highly operation time while executing 

the target content, and most time consumed module is the lookup routine which is to find 

instructions and APIs. This routine raises the execution time cost extremely, thus the 

performance of contents is decreased by frequently searching for to execute the each 

instruction in the interpretation routine. 

Table 2. Performance Profiling Result for SVM 

% 

time 

cumulative 

seconds 

self  

seconds 
function name 

93.11 6.76 6.76 Interpret::findFuncIndex 

3.44 7.01 0.25 PutPixelSet 

0.41 7.15 0.03 PutPixel 

0.41 7.18 0.03 GetColor 

0.28 7.20 0.02 DrawLineSet 

0.28 7.22 0.02 CopyImageSet 

0.14 7.23 0.01 SetColor 

0.14 7.24 0.01 _op_call 

0.14 7.25 0.01 _op_lod_i 

0.14 7.26 0.01 Assemble::assembleOpCode 

 

To solve this problem, as shown in Figure 7, the repetitive searching can be removed by 

the using of the mapping table for instructions/APIs and executing routines instead of lookup 

routine. In addition, by the executing of the mapped routine on the native level, the executing 

performance of the VM can be enhanced. 
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Figure 7. Enhanced Interpretation Routine Model for SVM 

Using this proposed model, we had optimized the interpretation routine of the SVM and 

profiling the optimized SVM by the game content for Table 2. Following Table 3 shows the 

profiling result of the optimized interpretation routine. As the profiling result, dominant 

interpretation routine was eliminated in top 10 highly time consumed modules, and load of 

the stack based interpretation became lower cause overall modules related content execution 

are used. 

Next, we show the experimental result that performance variation of before and after 

interpretation routine optimization. The test program is shown in Table 4 that selected to 

check the performance according to the complexity of algorithms [19], and input parameters 

are shown in Table 4. Experimental H/W is Samsung Galaxy Tab 10.1 and the version of the 

Android is 4.2.  

Table 3. Performance Comparison of the SVM and the Optimized SVM 

% 

time 

cumulative 

seconds 

self  

seconds 
function name 

36.11  0.13  0.13 PutPixelSet 

11.11 0.25 0.14 DrawLineSet 

5.56 0.31 0.02 Assemble::assembleOpCode 

2.78 0.32 0.01 PutPixel 

2.78 0.33 0.01 GetColor 

2.78 0.34 0.01 CopyImageSet 

2.78 0.35 0.01 loadTextureFromPNG 

2.78 0.36 0.01 png_read_filter_row 

0.00 0.36 0.00 DrawLine 

0.00 0.36 0.00 SetImageAlpha 
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Table 4. Performance Comparison of the SVM and the Optimized SVM 

Test Programs 

Performance(millisecond) 

SVM 

SVM 

(using optimized 

interpretation routine) 

PerfectNumber.sef 

(parameter: 2000) 
3256 2519 

PrimeNumber.sef 

(parameter: 1000) 
1780 1130 

MagicNumber.sef 

(parameter: 49) 
28 18 

 

Figure 8 shows the performance comparison SVM and SVM with optimized interpretation 

routine. Optimized SVM shows 23~37% reduced execution time than original SVM. This 

means that the optimization on interpretation routine affects performance of VM significantly. 

The performance of the SVM applied enhanced interpretation routine are shown in 

experiments. The test suit was selected as the program with high computational complexity 

algorithm to verify the performance of the interpretation routine. The selected test programs 

in Table 4 is suitable the experiment because we need to measure the interpretation time of 

the VM's arithmetic codes to examine the performance of the interpretation routine. Results 

of the experiments was confirmed, an average of 32% improvement in performance when 

applied to the optimized interpretation routine. 
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Figure 8. Execution Time Rate of SVM and Optimized SVM 

5. Conclusions and Further Researches 

A virtual machine has the characteristic of enabling application programs to be used 

without alteration even if processors or operating systems are changed. It is a core technology 

for executing a variety of contents in the recent mobile, embedded and smart systems. The 

virtual machine solution has the advantage on the portability, but it has the low performance 

due to the S/W interpretation for the instructions. 

In this paper, we examined 2 kinds of optimization technique in order to increase the 

performance of the SVM. Using these optimization techniques, enables the execution of 

complex and various contents because cover the disadvantage - lower performance - of the 
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VM. And, to improve performance of the SVM and verify proposed optimization technique 

on execution engine aspect, we applied system level optimization based on SVM profiling 

results. The optimized SVM has 23~27% reduced execution time than the original SVM. 

In the future, we will adapt the code level optimization on the optimized SVM, and verify 

the validity of the optimization techniques have considered in this paper by the performance 

evaluation. 
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