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Abstract

Localization is one of the most important tasks for location-aware applicati s?hreless
sensor networks (WSNs). The accuracy of positioning information gives th ations a
great number of advantages and, thus, it is very important to‘chqose a on scheme
with the highest accuracy. In this paper, we review thre al loca schemes for

WSNs and, then, compare their performance via comI"

accuracy. The simulation study shows that the prohg
the best performance with the minimum location err

| thﬂW s of localization
rid W n scheme achieves

*
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1. Introduction \ s\\

Wireless sensor networks are p ly used for various applications such as
search, rescue, disaster relief, and€nvir sing thanks to their cost effectiveness and
ease of deployment [1- ! SNs th%%ory and energy resources of sensor nodes are
limited. Several chall stlll eeded for exploring WSNs further. One important
problem is how to o e Io ormation of sensor nodes [4].

The problem o@ zation in NS is that it seems impossible for all the sensor nodes to

a

be equipped dditi hardware such as the global positioning system (GPS). The
GPS [5] is own =4t is also widely used in both military and civil applications.
However, it is still so ve to be equipped in disposable and cheap sensor nodes. As an

alternative, the recei gnal strength indicator (RSSI) [6] for determining the distance to
known Iandmark&)pularly used in WSNs. If a receiving node knows the transmission
power of a_transniitting node, it can estimate the distance between the two communicating
nodes by \kw’r\g the received signal strength.

In this @o r, three typical localization schemes for WSNs are reviewed and their
perfor @ e is compared with each other in terms of localization accuracy. They are the
dis ‘- ector hop algorithm (DV-Hop) [7], the probability grid localization scheme [8], and
thegCalization algorithm using expected hop progress (LAEP) [9]. DV-Hop is very famous
one and LAEP is an extension of DV-Hop. On the other hand, the probability grid
localization scheme gives another way to handle the localization problem. In [10], directional
antennas are used for localization, but it results in high cost. In this paper, we compare the
three typical localization algorithms to see which one is the best for localization in WSNs.

This paper is organized as follows: In the following section, the three typical localization
schemes are summarized and reviewed. In Section Ill, the performance of the three
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localization schemes is evaluated and compared via computer simulation. Finally, the paper is
concluded in Section IV.

2. Localization Schemes

2.1. Distance Vector Hop Algorithm (DV-Hop)

The DV-Hop scheme was proposed by Niculescu and Nath [7]. All nodes get the minimum
hop-count values to all anchor nodes. Each anchor node broadcasts a packet to be flooded
throughout the network. Once an unknown node gets the packet, it adds one to the hop-count
value in its own location table and broadcasts it to neighboring nodes. The packets with
higher hop-count values from the same anchor will be dropped. Through this method, all
nodes in the network get the minimum hop-count to every anchor node.

The estimated distance between an unknown node and an anchor node ca Iated
Once an unknown node i gets the minimum hop-count value to an ancho ne nd the
anchor j has the position information, the average hop Ien betwee S estimated
by Q

Zﬂ(x - X ) —(I:: E (1)
where (x;, yi) and (x;, y;) are coordinates of’@l andj |ver, and h;j; is the number of
hops between i and j.

Each anchor node broadcasts its gth tos% twork Unknown nodes receive hop

one and then transmit the hop length to

length information, but they save e flrst
their neighbor nodes. This str nsures t t of the nodes receive the hop length from

the anchor that has the least umber of een them. Once the unknown nodes receive
the hop length, they multi inimum hop-count value recorded in their own
location table, and thendthéxdistance e unknown node to the anchor is computed. The
coordinate is calc thro gulatlon method or multi-alteration method. The
unknown nod es its % dinate using the estimated distances recorded in the
second step @v opt o@trlangulatlon method or multi-alteration method.

2.2. The Probability @pid=£ocalization Scheme

The probability-gr calization scheme was developed by Stoleru and Stankovic [8]. The
anchor nodes represent only a small percentage, and they either are equipped with GPS or can
pcation information through other means. No other assumptions on the anchor
@ in terms of hardware capabilities. The communication range of anchor nodes
ds that of other nodes. Except for anchor nodes, the remaining sensor nodes are
e~0f their location. A controlled deployment of sensor nodes is assumed; i.e., the

odes are deployed in a grid topology and the unit length of grid is known to all the
nodes in the network.

Let the sensor nodes deployed in an M x N grid topology. Let S be the set of all the nodes
in the sensor network, and let A be the set of all the anchors in the network. Both S and A are
sets of ordered pairs (i, j) representing the grid points where the nodes are located. For any k
belong to S — A, the probability vector F, of an M x N matrix is given by
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iy fun )
Fo=| ¢ , VkeS—A (2)
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where f; is the probability that sensor k exists at location (i, j).

The probability grid localization scheme is similar to the DV-Hop scheme, but it improves
localization accuracy by exploiting deployment information. The anchors flood the network
with packets containing their 1D, their location and a hop count. The flooding is either a
global flooding (if the network size is small) or controlled flooding (if the network size is
large). Through the flooding, all nodes are expected to hear from at least three anchors.
During the flooding period, sensor nodes keep track of the shortest distance (the minimum
number of hops) to each of the anchors they heard from. Once an anchor node celves
beacons from several other anchors, an estimate for the Euclidian distance of
calculated. This estimation is called a correction factor, and it is propagated i |® n hase

through a controlled flooding. The correction factor CF; computed by a positioned
at (x;, y;) is given by { Q

(x x%@ \\/ -

where 7; is the number of hops between t %@nt a\twosmoned at (x;, yi) and the anchor

positioned at (X;, ¥;).

2.3. Localization Algorithm % ected Progress in WSNs (LAEP)

Wang et al., [9] extended the me by using expected hop progress. At the
initial stage of LAEP, eac sor in a’@exchanges hello packets with its neighbors to

obtain the local connec 1.e., the yumber of neighbors in its transmission coverage area).
een neighboring sensors is limited in one hop
packets is allowed. This information can be obtained

The exchange of packet
communication relaying
from the he ets %}s neighbors. For example, each hello packet contains the

identification\lD) of the . Any sensor in transmission range can get the hello packet,
and it checks if the r packet is a duplicate packet. If so, it just ignores the packet;
otherwise, it update '@tal database.

After the net@xitialization, the process of LAEP starts with the broadcasting from
anchors. In qtherSword, each anchor launches the algorithm by initiating a broadcast
containing thetteeation information called Tnfo. After receiving the packet broadcasted from
the ancho Q y sensor that is one-hop away from the anchor records the anchor’s information,
updat database, and then performs another broadcast to its neighbors. The new broadcast
p%contains the anchor’s constant information. This process of anchor’s Info packet
brodeCasting continues until the packet arrives at any other anchor(s).

In addition, each sensor keeps track of the number of anchors, whose Info packet has
already arrived at least once, represented by a variable Count. Initially, Count is set to 0.
The event of Count beyond 3 triggers the trilateration algorithm to compute a sensor’s own
location. The procedure for each sensor responding to the event of Info packet arriving is
summarized as follows: If a Tnfo packet comes, the sensor first checks the packet’s origin. If
it is from a new anchor, it increases its local variable Count by 1. It then rebroadcasts the
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new Info to its neighbors. Otherwise, it just ignores the packet. Unlike DV-Hop, LAEP
broadcasts the anchor coordinates and the corresponding estimated distance to each sensor at
the same time. It uses the following equation to estimate the transmission range, so that it can
calculate the hop-size range and uses triangulation method to finally locate the position of the
node:

d =hxE(R), (4)

where d and h are the distance and the hop count between an anchor node and the node
to be evaluated, respectively, and E(R) means the expected hop progress calculated by

Ec+1 9[

E(R)=2ksin(6)[ 17 *e - (5)

where k is node density, @ is the transmission angle o na ro ansmission
range, | stands for radius of potential forwarding zo connectivity

given by
E. =kar? —1. O (6)

3. Performance Evaluation and Coné\on \6

3.1. Simulation Environment @

The performance of the three lo &lon sche \re evaluated and compared with each
other via the MATLAB smuﬁ&i e deployed in the 20 m x 25 m area as
illustrated in Figure 1. The co dar re anchors and their positions are already
known. Each node calcul its posm& using the three localization schemes in our
simulation.

NS
N

® ®
@

Figure 1. Node Deployment in the Simulation
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The location error rate LER can be calculated by averaging the x-axis location error rate
LER, and the y-axis location error rate LER,. LER,, LER, and LER are calculated by

LER == ()

and \* .

LER=%Q \\>/ (9)
QO

respectively, where x; is the correct x-axisp% , Xi 18 éﬁ;};\imated X-axis position, y; is the
n.

correct y-axis position, and y;” is the estir@ y-axis&
3.2. Simulation Results and Di u@1K s\
<
Figure 2 shows the simulatl';&esults o§ ﬂ@cation error rate for the three localization
0

schemes. The location err measur reasing the number of anchor nodes. As the
number of anchors is i d, the, | ation error rate is decreased for all the three
localization schemeg @S\sffown in figure. The LEAP algorithm achieves about 40%
improvement co to D on the average. And, the probability grid algorithm

2% “improvemen¥ compared to the LAEP algorithm on the average. In
i gorithm should be the choice if the location error rate is the

A . DV-Hop
O 20 [ Probability grid

3
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6

Figure 2. Location Error Rate of Three Schemes
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4. Conclusion

The accuracy of localization is very important to location-aware applications and, thus, it is
very important to choose a localization scheme with the highest accuracy. In this paper, the
three typical localization schemes of DV-Hop, the probability grid localization scheme, and
LAEP for WSNs have been reviewed and compared with each other in terms of localization
accuracy. According to our simulation study, the probability grid localization scheme
achieves the best performance of localization with the lowest error rate.
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