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Abstract 
A manycore processor architecture integrating multiple cores onto a single die has been 

widely used in almost all computer systems and academia and industry have worked on the 
architecture for high-performance and low-power implementation. The manycore 
architectures have been proposed and designed for overcoming diminishing return and for 
efficiently utilizing the exponentially increasing number of transistors available in nano-
meter technology. Although the architecture has been investigated extensively, under the 
process variation that is now considered as a critical design problem in the nano-meter 
technology, performance characteristics and benefits of the manycore architecture are not 
well studied. In this paper, we develop an asymptotic analysis model for better understanding 
the performance characteristics of manycore processor architectures using Amdahl’s law 
under process variation in order to foresee their performance impact for a given workload 
characteristics (e.g. available parallelism). Through the asymptotic analysis based on the 
models proposed in this paper, we can make the architectural design decisions such as "the 
number of cores" and "core size", and further we can probe the possible research direction of 
optimizing the performance of manycore architectures at the future of high process variation 
era. 
 

Keywords: We would like to encourage you to list your keywords in this section 
 
1. Introduction 

CMOS semiconductor technology has been improved continuously and rapidly during the 
last decade. Many design problems regarding energy consumption and reliability have been 
occurred under this highly scaled deep-submicron / nano-meter technology [1, 2]. Moreover, 
the performance of traditional monolithic core processors is getting harder to improve as the 
number of transistors integrated on the monolithic core processors increases due to the limited 
instruction level parallelism. The approach of integrating more functional units to a single 
core and increasing clock frequencies has met the saturating limit of performance. This 
phenomenon is called "diminishing return" [3]. In order to cope with the severe diminishing 
return problem and better utilize the large number of available transistors provided by 
advanced CMOS technology, industries have started to produce manycore processors 
providing high-performance, energy-efficient and reliable computation. More than one 
hundred cores are expected to be integrated into a single chip by 2015 [1]. At the side of 
Graphics Processing Unit (GPU) designs, already more than thousand cores have been 
integrated to best exploit the enormous amount of parallelisms in graphics and scientific 
computing applications [4]. 

Particularly, in a manycore architecture, supply/threshold voltages and clock frequencies of 
individual cores can be managed and controlled without considering the other cores in a 
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whole system. This makes the manycore architectures to be able to exploit more flexible 
power/energy management by controlling the individual cores independently. Such a fine-
grain controllability in manycore architectures gives more room for optimizing various design 
objectives: performance, energy, fault-tolerance and process variation [5-8]. 

Though the manycore architectures are getting more popular and considered as a very 
promising alternative to a traditional monolithic core architecture, under a process variation 
operating environment, their performance still has not been well studied and characterized 
owing to the high design and simulation complexity of manycore architectures and process 
variation models. With modern processor simulation tools, it takes several hours to simulate 
single application benchmark even with a monolithic core architecture model [9].  

In this paper, in order to cope with the performance simulation for manycore architectures 
under process variation, asymptotic analytical performance models are derived for exploring a 
high-level design space of a manycore architecture. In particular, we issue design problems 
such as “how many cores and how powerful cores does a manycore system have to use for a 
given workload and a given technology for best performance?” and try to answer the question 
by using the proposed analytical models. The model based design space exploration is very 
important to understand the fundamental relationship between the manycore configurations 
and their performance. In this paper, we derive a set of equations based on Amdahl’s law 
asymptotically capturing the performance benefits of a manycore processor. Through the 
asymptotic analysis based on the models proposed in this paper, we can make the 
architectural design decisions such as “the number of cores” and “core size”, and further we 
can probe the possible research direction of optimizing the performance of manycore 
architectures for the future technology in which high process variation will be observed. 

This paper is organized as followings. In Section 2, preliminary and related work will be 
described briefly. In Section 3, we will develop a performance model of manycore 
architectures, and analyze the models for finding optimum manycore configurations such as 
optimum number of cores and their size. Finally, in Section 4 we conclude this paper with 
summary and future work. 
 
2. Preliminary and Related Work 

In this section, the basics of the Amdahl’s law and process variation are explained briefly 
for the understanding of this paper together with corresponding related previous work. 
 
2.1. Amdahl's Law 

The Amdahl’s law is a very well-known law in the parallel computing society and it has 
been used for estimating the upper bound of speedup improvement by adopting parallel 
multiprocessor systems. When a program have ‘s’ portion of serial code and ‘1 − s’ portion of 
parallel code, the Amdahl’s law states that the overall speedup of exploiting N multiple 
processing units will be described in the following equation [10]. 
 

N
ss

Sp
−

+
= 1

1  
(1) 

 
The Amdahl’s law has been used to give the maximum speedup we can achieve from 

manycore architectures [3, 11]. Very recently, Amdahl’s law based performance and energy 
analyses have been published in [12-15]. In [12, 13], simple architecture models for three 
different types of heterogeneous manycore processors were constructed and corresponding 
performance equations were derived. Finally numerical performance simulations were 
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performed. In [14], different clock frequencies were assumed to be used for executing serial 
code and parallel code. Then, two optimal clock frequencies for running serial code and 
parallel code were derived in order to minimize energy consumption. Their main focus was 
the impact of dynamic clock frequency scaling on energy consumption of manycore 
architecture. In [15], more rigorous analysis for power/energy model derivation has been 
performed with dynamic voltage scaling. 

This trend of the researches based on asymptotic analysis has been performed continuously 
for figuring out the fundamental characteristics of manycore processor architectures. 

 
2.2. Process Variation 

As a semiconductor technology advances, we have observed rapidly increasing impact of 
semiconductor process, operation voltage and working temperature (PVT) on the 
performance and energy/power consumption of circuits. 

 
Figure 1. Performance and Leakage Current Variations under 0.18um CMOS 

Technology [5] 

Figure 1 shows the performance and leakage current variations observed under 0.18um 
CMOS technology. As shown in the figure, 20X leakage variation and 30% frequency 
variation have been observed due to the high process variation. With this high variation of 
chip operation, when binning chips, high frequency but too leaky chips or low leakage chips 
with too low frequency must be discarded. Consequently chip yield rate will be significantly 
degraded. Since the graph is obtained at the 0.18um technology, more high variation will be 
observed in the nano-meter advanced technologies. 

To overcome the yield loss caused by the process variations and to increase reliability of a 
processor under the process variation, we need a way of increasing yield and reliability. 
Significant amount of work has been performed to solve the problems caused by the process 
variation in the technology, circuit, processor architecture societies. A manycore processor 
architecture can be an unique solution for the problem thanks to the redundant cores 
integrated onto a processor. 
 
2.3. Core Dependent Clock Frequency 

Under the existence of process variation, clock frequency is strongly depending on the size 
of a chip. When a chip size increases, there will be higher probability of having a larger 
number of critical paths. Then, it leads to the increase of clock frequency since the clock 
frequency of a chip is determined by the worst case critical path delay in a traditional 
synchronous circuit design. 
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Figure 2. The Increase of Clock Frequency when the Number of Critical Paths Increase 

in a Chip [16] 

Figure 2 shows the loss of clock frequency when the number of critical paths increase from 
10 to 10000 in a chip. The y-axis is the mean value of loss in maximum clock frequency. As 
shown in the figure, when the number of critical path in a chip is around 10, the loss is around 
6% of the critical path delay. However, the loss is significantly increased up to more than 
15% when 10000 critical paths exist in the chip. It implies that small chip area is good for 
best clock frequency performance without experiencing the performance loss of the clock 
frequency determined by critical paths. It is noteworthy that the small chip has lower 
performance owing to the lack of high performance circuitry employed by larger chip. In 
consequence, it is important to find out the optimal core size at the viewpoint of micro-
architecture and clock frequency. 
 
3. Optimal Core Configuration under Process Variation 

In this section, we describe the process variation model used in this paper and how the 
process variation can affect the performance. Then, we discuss process-variation aware issues 
including a thermal aware issue and their impacts on the performance-optimal core 
partitioning on manycore architectures. 
 
3.1. Process Variation Model 

In general, parameter variation in a semiconductor chip can be classified into two main 
components: die-to-die (D2D) and within-die (WID) [5]. The D2D variation is variation 
among the different chip dies. On the other hand, The WID variation is the variation occurred 
the location of circuits within a single die and it is composed of random and systematic 
components. The random variation component is affected by variable dopant density and line 
edge roughness while the system variation component is affected by lens aberrations, mask 
deformities, thickness variation and photo-lithograph [5, 17]. Finally, the total process 
variation can be modeled in the following equation: 
 

ΔP = ΔPD2D +ΔPWID = ΔPD2D +ΔPrand +ΔPsys (2) 
 

In this paper, WID variation is only considered because we are only concerned in 
performance variation within a die. The D2D variation can be modeled by variation offset 
among the chip dies. We also assume that the two components of WID process variation 
follow normal distributions [17]. Two key parameters, Vth and Leff variations, are considered 
in our performance optimization study because they are directly affecting the leakage 
power/energy consumption and frequency of a chip. In this paper, we use a VARIUS 



International Journal of Smart Home 

Vol. 7, No. 4, July, 2013 

 

 

341 

variation modeling tool that has been developed at the UIUC [17]. The VARIUS tool is 
developed with R-Package that is a well-known visualization tool for numerical and statistical 
computations. 

Figure 3 shows the variation map of a threshold voltages that are calculated from the 
VARIUS tool. The VARIUS tools take three input parameters: µ, σ and ϕ. µ is the average 
value of an parameter object such as Vth and Leff while σ is corresponding standard deviation. 
ϕ is used for denoting a fraction of the chip's width. The large value of ϕ implies that large 
sections of the chip are correlated with each other. The small value of ϕ means that small 
sections of the chip are correlated. The value of ϕ is a normalized value between 0 and 1 [17]. 
Simply we can project that the σ is likely to increase in the future. 
 

 
Figure 3. Variation Maps for Vth with Two Different σ Values: 0.09 and 0.12 with ϕ = 

0.5 

Figure 3 shows the two Vth variation maps that are generated from VARIUS tool. For the 
variation map, ϕ is set to 0.5 and σ is set to 0.09 and 0.12 for each case. The Vth variations 
can be observed from those maps and Vth has different values at different location on a die. In 
addition to Vth variation, Leff variation also can be modeled in a similar manner. 

 
3.2. Performance Trends under Process Variation 

Figure 4 shows the impact of a core size on the critical path delay. The bright (yellow in 
color) area means that the transistors on the area work with lower Vth so that the circuits 
mapped onto the area can be operating at faster speed but with higher leakage current 
consumption. On the other hand, the dark (red in color) area are implies that the transistors on 
the area operate with higher Vth so that the circuits mapped onto the area can be working at 
slower speed but with lower leakage current consumption. 

HIGH Vth
Slow & Low leak

LOW Vth
Fast & High leak

 
Figure 4. A Variation Map for Vth. The Delay of a Critical Path changes depending on 

the Values of Vth that are changing According to the Circuit's Placement 
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It is noteworthy that the core size also has impact on the critical path delay of a circuit in 
addition to process variation. This is because that worst case delay model is used in a 
synchronous circuit and the worst critical path in the area of a core determines its working 
frequency. 

As larger core size increases, the number of critical paths increases. Consequently, the 
critical path delay will be increases. On the other hand, as the size of core deceases, the 
number of critical paths decreases and it leads to the smaller loss of a clock frequency. The 
clock frequency variation will be higher if we consider temperature variation as well. 

With constrained transistor resources, we can integrate more cores into a processor die for 
exploiting parallelism. Then it leads to the smaller size of a core that is operating with the 
higher speed of clock frequency. 

T=100

T=65

T=30

PHI=0.5

Normalized
Critical

Path
Delay

 
Figure 5. Variation Maps for Vth with Two Different σ Values: 0.09 and 0.12 with ϕ = 

0.5 

Figure 5 shows the performance variation of a processor with different size of manycore 
integration and different values of σ and working temperatures, T (30°C, 65°C and 100°C). 
The normalized critical path delays are displayed at y-axis while the number of cores 
integrated into the processor is shown in the x-axis. The reference performance for the 
normalization is the performance of the processor in which 512 independent cores are 
working at 30°C. The value of the x-axis can be thought as the number of independent clock 
domains in the processor. Detailed numerical values are presented in Table 1 which are 
obtained by changing the values of σ and the number of cores. For an examples, when an 
operating temperature is assumed to be 30°C, the critical path delay at a single core processor 
is 18% slower than the critical path at 512-core processor. 

Table. 1. Numerical Values of Relative Performance at Different σ Values and Different 
Number of Cores. In this Table, ϕ is set to 0.5 

sigma-0.06 Num. of Clock Domain

# of cores 1 2 4 8 16 32 64 128 256 512

Temperature-30 1.089224 1.070593 1.050245 1.035085 1.024449 1.017001 1.011727 1.007825 1.004239 1
Temperature-65 1.089947 1.069899 1.050969 1.035532 1.024706 1.017155 1.011817 1.007876 1.004276 1
Temperature-100 1.088571 1.069341 1.049965 1.035027 1.024358 1.016875 1.011569 1.00765 1.004107 1  

(a) 
 

sigma-0.09 Num. of Clock Domain

# of cores 1 2 4 8 16 32 64 128 256 512

Temperature-30 1.138024 1.107853 1.077049 1.053516 1.037158 1.025852 1.017845 1.011932 1.006499 1
Temperature-65 1.136607 1.10691 1.076954 1.053475 1.03696 1.025641 1.017672 1.011797 1.006477 1
Temperature-100 1.136241 1.105281 1.076688 1.053345 1.037053 1.025685 1.017641 1.011708 1.006289 1  

(b) 
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sigma-0.12 Num. of Clock Domain

# of cores 1 2 4 8 16 32 64 128 256 512

Temperature-30 1.183974 1.142682 1.10258 1.071381 1.049367 1.034177 1.023461 1.015556 1.008399 1
Temperature-65 1.182246 1.141671 1.100865 1.070789 1.048964 1.033867 1.023166 1.015316 1.008298 1
Temperature-100 1.180636 1.140359 1.100431 1.070675 1.049181 1.034171 1.02363 1.01584 1.008705 1  

(c) 

3.3. Optimizing Core Partitioning Under Process Variation  

When asymptotic models are derived for evaluating the performance improvement of a 
manycore architecture, if "perf(r) = k⋅rβ" is assumed then the speedup equation based on an 
Amdahl’s law for a resource-constrained manycore architecture can be rewritten in the 
followings [15]: 
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Figure 6 shows speedups obtained from the resource unconstrained case using Eq. 1 and 
the resource constrained case manycore architectures using Eq. 3 [15]. In the case of resource 
unconstrained manycore processors, the performance of cores remains as the number of cores 
increases thanks to the unlimited transistor resources. In the resource unconstrained case, 
around 10 times speedup is achieved when 90% parallelism is extractable from applications. 
On the other hand, in resource-constrained manycore architectures (β is set to 0.5 for Figure 
6(b)), it is interesting to see that the speedup is quite smaller than that of the resource-
unconstrained case. Maximum speedup is around 1.66 (66% improvement) at the system of 
employing eight cores when applications are exploiting 90% parallelism from their 
instruction codes [15]. This is a very disappointing result when compared with the resource 
unconstrained case. This implies that the real performance benefit of a resource constrained 
manycore architecture is not that big and manycore architectures, in particular, will not be 
best architectural templates for the applications of having parallelism smaller than around 
50%. Finally, optimized number of core, SpOpt and ncOpt, can be described as follows [15]: 
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Figure 6. Speedup as the Number of Cores Increases when Resources are constrained 

[15] 
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Process variation effect can be imposed on the performance of a core whose size is 'r'. 
Then, we modify the "perf(r)" to include the process variation parameters, σ, ϕ and T. To find 
an equation for modeling process variation, we use a fitting function that is approximating the 
process variation with σ, ϕ and T and core size r. 

In order to derive a fitting equation easily, we set σ, ϕ and T to constant values and then 
the approximated fitting functions are derived for each combination of σ, ϕ and T. In this 
paper, for the simplicity of analysis, we only use the fitting function derived from the 
parameter configuration: 0.09 and 0.5 and 65°C as σ, ϕ and T, respectively. The following 
equation (Eq. 5) can be derived from VARIUS simulation results. 
 

 
Figure 7. Speedup as the Number of Cores Increases when Resources are Constrained 

0214.1)/log(0211.0|)( 65,5.0,09.0,, +⋅=∆
>>=<<

rnrperf CT ϕσ
 

with R² = 0.9162 
(5) 

 
Since the fitting function has an error that is not ignorable, R2=0.9162, we use a table 

lookup for calculating the function ∆perf(r) in our performance model. When all the resource 
is used for a single core processor, then ∆perf(n) is evaluated as '1'. ∆perf(r) is then reduced to 
the value less than 1 as r is reduced less than n. The process-variation aware perf(r) can be 
derived from combining Eq. 3 and Eq. 5 as follows: 
 

perfWithPV(r) = perf(r)⋅∆perf(r) (6) 
 

Then perf(r) is replaced with new performance function, perfWithPV(r), then final speedup 
equation can be expressed in the following equation: 
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Figure 8-9 shows the final comparison of optimal core partitioning with/without 
considering process variation. Figure 8 shows the performance of a single core as its size 
decrease for increasing total number of cores in a manycore processor. Figure 9 shows the 
performance of the manycore processor integrating all the performance of individual cores for 
a given degree of parallelism (For the graph, we use 0.1 as 's'). The better performance benefit 
of employing a manycore architecture is obtained as the number of cores increases in the 
process-variation aware case than in the process-variation unaware case. 
 

 
Figure 8. The Performance of a Single Core with/without Process Variation Effect as the 
Number of Cores Increases in a Resource-constrained Manycore System (i.e., the size of 

an individual core decreases) 

 
(b) 

Figure 9. Speedup with/without Process Variation Effect as the Number of Cores 
Increases in a Resource-constrained Manycore System 
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4. Conclusion 
Modern nano-meter CMOS technology scaling suffers from process variation. In such a 

system, a critical path determining clock frequency remarkably is changing by process 
variation in accordance with increasing design complexity to improve cores performance. A 
larger core includes more critical paths and there is much probability to increase those path 
delay by process variation. In consequence, smaller core size will be preferred since the 
critical path delay increases as core size increases. In this paper, we consider an extension of 
manycore performance analysis model to include process variation performance impact. 

Through the asymptotic analysis based on the models proposed in this paper, we can make 
the architectural design decisions such as "the number of cores" and "core size", and further 
we can probe the possible research direction of optimizing the performance of manycore 
architectures at the future of high process variation era. 
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