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Abstract 

In this paper, we propose a new hybrid intelligent modeling using context clustering and 

Extreme Learning Machine (ELM) mechanism. It has been a sensitive issue that the ELM 

mechanism assigns initial parameters randomly, despite of its superior performance. The 

proposed approach focuses on initial parameters determination of the modeling to improve 

the accuracy of the ELM mechanism, through removing randomness of assignment. To 

accomplish it, a context clustering based on Gaussian Mixture Model (GMM), considering a 

relationship between input-output spaces will be adopted to a Radial Basis Function Network 

(RBFN) of the ELM. In addition, the proposed approach will reduce the randomness of 

results from the original ELM. Simulations and the results show usefulness of the proposed 

approach with improved performance accuracy. 
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1. Introduction 

In mathematical modeling, an optimization of a non-linear system is difficult to be 

approached with the linear mathematical basis. Intelligent systems, [1, 2] including neural 

networks and fuzzy systems, are one of the methods to model the complex environment 

replacing the conventional linear systems. A dominant characteristic of the intelligent systems 

are optimizing a given system based on iterative learning strategies. Moreover, the intelligent 

systems use learning methods avoiding the mathematical dependency including linear system 

constraints. 

General neural networks [1, 2] have iterative learning procedure that cause heavy 

computational loads and time consumptions in spite of obtaining the good performance. An 

Extreme Learning Machine (ELM) [3-5] is a simple and powerful learning mechanism 

avoiding the conventional neural network learning problems. 

A clustering method [1, 2] is successfully applied for improving the performance of the 

neural network by determining initial parameters. Additionally, a context clustering method 

can induce good results, which an algorithm adopts input-output relationships in the learning 

process. The context clustering method [6-9] extends clustering performance from an 

unsupervised learning to a supervised learning. 

The ELM mechanism randomly determines initial parameters of the system. The 

randomness is an advantage of the model. It causes, however, different output results on the 

same condition. This characteristic needs to be reinforced to improve the performance. In this 

paper, we propose an advanced ELM using the context clustering to reduce the randomness 

and assign the initial parameters of the ELM mechanism. Through proposed approach, overall 

improvements of both the performance and the randomness are intended. 
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In section 2, related works, which are GMM, context clustering, RBFN, and ELM, are 

described. In section 3, we denote the proposed approach to improve the overall system. 

Section 4 displays the simulations and discuss about the results. Finally, we conclude in 

section 5. 

 

2. Related Works 

In section 2, we briefly describe background knowledge of methods used in this paper. 

  

2.1. Context Clustering using Gaussian Mixture Model 

A Gaussian Mixture Model (GMM) [10][11] is a parametric probability model represented 

as a weighted sum of Gaussian component densities. The probability function  of -

dimensional Gaussian component densities is following. 

 

    (1) 

where  is input data vector,  is mean of Gaussian model,  is relevant variance. Each 

parameter can be estimated using an Expectation Maximization (EM) algorithm iteratively. 

 

      (2) 

 

     (3) 

 

      (4) 

where  is parameter that maximize the likelihood which consists of the mean and the 

variance. 

A context clustering [6-9] is a clustering method considering a relationship between input-

output. The output clusters consider a context that effect on connected input clusters. 

Compare to the general clustering approach using only given input data, the context clustering 

can achieve a local subspace detailed clustering.  

The most kernel part of the context clustering can be explained by  of the equation (5) 

compared with the equation (1). 

 

    (5) 

As shown in the Figure 1, the context clustering has a context space separated by context 

clusters. The conventional clustering has same value of the  as 1 in the view of the context 

clustering concept. However, the  of the context clustering changes according to the each 

cluster membership. The membership grades of each context cluster have different 

probabilities with the . This information influences clustering of the input spaces.  
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Figure 1. Concept of the Context Clustering 
 

2.2. Extreme Learning Machine with Radial Basis Function Network 

A Radial Basis Function Network (RBFN) [5, 7] is a neural network consisted with linear 

combination of radial basis functions. The output of the RBFN with  kernels hidden layer 

for an input vector  is following. 
 

      (6) 

where  is the weight vector and  is the output of th kernel. 
 

      (7) 

where  is center and  is impact width of th kernel.  
 

 
Figure 2. Concept of the RBFN 

 

As shown in the Figure 2, the RBFN has an only single hidden layer. The RBFN has 

activation functions as radial basis function and the output classes of the RBFN are separated 

by hyper-spheres. These are two different characteristics compared to a Multi-Layer 

Perceptron (MLP) which has different activation functions and separate the output classes by 

hyper-planes. 

An Extreme Learning Machine (ELM) [3-5] is iterative tuning-free learning algorithm that 

having extremely fast learning speed and the good generalization performance with random 
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initial parameters assignment. The ELM with the RBFN algorithm consists of three steps 

which are following.  

1) Assign randomly hidden node parameters, the kernel centers  and the impact width ,  

2) Calculate the hidden layer output matrix H, and  

3) Calculate the output weights  of RBFNs. 

 
      (8) 

where  is pseudo-inverse of the hidden layer output matrix H and T is the output vector of 

the system. 

 

3. Proposed Approach 

Although the ELM has characteristics which are fast learning and good performance, 

random initial parameter determination cause different output results from learning with same 

condition. In addition, the performance of the ELM is not the best result since it doesn’t 

consider about the relationship between input-output data while assigning the initial 

parameters randomly. 

In proposed approach, the context clustering is used to resolve these problems. At first, a 

clustering method is used to determine initial parameters rather than random determination, to 

reduce the randomness. For expecting better performance, the context clustering is used to 

assign initial parameters by perform a clustering with the relationship between the input-

output spaces. 

The context clustering considers the relationship between input-output data which means 

that it is a supervised learning upgraded from the typical cluster learning method which is an 

unsupervised learning. Thus, better clustering results are predictable and this is the reason 

why the context clustering is used for assigning initial parameters of the ELM. 

 

The proposed algorithm is following. 

1) Determine initial parameters of the context clustering using the Gaussian Mixture Model 

(CGMM) 

• Initialize the CGMM parameters before clustering using a Fuzzy C-Means (FCM) 

• Learning optimal parameters of the CGMM 

2) Generate the hidden layer output matrix H of the ELM using the clustering results of the 

CGMM 

• The center of the RBFN obtained from the inferred center of the CGMM 

• The variance of the RBFN obtained from the related variance of the CGMM 

3) Calculate output weights β 

4) Infer model output 

Through proposed algorithm, the Advanced ELM method reduces the randomness of the 

ELM, since the random selection of the initial parameters step is replaced by the CGMM. 
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4. Simulation 

To show effectiveness of the proposed approach we will simulate two examples which are 

representative benchmark datasets. 
 

4.1. Simulation Environments 

We use datasets which are IRIS classification and Auto MPG prediction problems from the 

UCI machine learning repository site [12]. Simulation environments are following. CPU 

specification is Intel Core i7 3.4GHz, RAM is 12GB, and simulation language is MATLAB 

version R2011b. 

 

4.2. Simulation and Results 

Simulation is performed a hundred times repeat in same parameter setting and the best and 

average results are displayed. To avoid overfitting problem, abnormal testing results, which 

of the accuracy is more than two times of the training accuracy, are removed 

Three simulation results, from the ELM with the RBFN (RBFN-ELM), the ELM initialized 

using the FCM (FCM-ELM), and the proposed method (CGMM-ELM), are compared. 

First simulation is the IRIS classification problem. This data consists of 4 features which 

are length and width of sepal and petal respectively. The outputs are classified into 3 classes 

which are Setosa, Versicolour, and Virginica.  

Numerical comparisons of the best and average results are denoted in Table 1, 2, and 3. 

The attribute ‘Remark’ means a number of the context and a number of the cluster. The error 

of the proposed approach, the CGMM-ELM, is the smallest among three models, as shown in 

the Table 1. On the other hand, in case of the average, the FCM-ELM obtained the best result, 

as shown in the Table 2. The Table 3 denotes the variance of the variances from a hundred 

repeated simulation results, for estimating the changes of variances. The FCM-ELM obtained 

the smallest variance and the CGMM-ELM obtained higher variance because of the random 

determination of the initial center of the CGMM. However, it is smaller than the ELM-RBFN. 
 

Table 1. The Best Performances of the IRIS Classification 

 
trn_err chk_err Remark 

ELM-RBFN 0.1754 0.2130 3, 3 

FCM-ELM 0.1882 0.2119 3, 3 

CGMM-ELM 0.1655 0.1906 3, 3 

 

 

Table 2. The Average Performances of the IRIS Classification 

 
trn_err chk_err Remark 

ELM-RBFN 0.3669 0.4361 3, 3 

FCM-ELM 0.1890 0.2286 3, 3 

CGMM-ELM 0.2662 0.2651 2, 3 
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Table 3. The Randomness of the IRIS Classification 

 
trn_err chk_err Remark 

ELM-RBFN 0.0124 0.0201 3, 3 

FCM-ELM 1.2428e-05 5.2630e-05 3, 3 

CGMM-ELM 0.0049 0.0064 2, 3 

 

Second simulation is the Auto MPG prediction problem. This data consists of 8 attributes 

and simulation uses only two attributes. The outputs are fuel consumption prediction. 

Figure 3 display the training and testing error of the RBFN-ELM and the CGMM-ELM. 

 

 

(a) Training error of RBFN-ELM   (b)Testing error of RBFN-ELM 

 
(c) Training error of CGMM-ELM   (d) Testing error of CGMM-ELM 

Figure 3. Comparison of RBFN-ELM and CGMM-ELM 

Numerical comparisons of the best and average results are denoted in Table 4, 5, and 6. 

The attribute ‘Remark’ means the number of the context and the number of the cluster. The 

proposed approach, the CGMM-ELM, obtained the smallest error in both of the best and 

average case. Descriptions of the Table 6 are identical to that of the Table 3. 
 

Table 4. The Best Performances of the Auto MPG Prediction 

 
trn_err chk_err Remark 

ELM-RBFN 2.8918 3.5791 4 4 

FCM-ELM 2.9165 3.3938 4 3 

CGMM-ELM 2.8472 3.0812 4 5 
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Table 5. The Average Performances of the Auto MPG Prediction 

 
trn_err chk_err Remark 

ELM-RBFN 2.8945 3.5236 4 4 

FCM-ELM 2.9331 3.5504 4 3 

CGMM-ELM 2.8419 3.6035 4 5 

 

Table 6. The Randomness of the Auto MPG Prediction 

 
trn_err chk_err Remark 

ELM-RBFN 0.0040 0.0276 3, 4 

FCM-ELM 3.6924e-04 0.0033 4, 3 

CGMM-ELM 0.0011 0.0311 4, 5 

 

4.3. Discussion 

As shown in figures and tables, the proposed approach has advanced performance 

including improved accuracy and reducing the randomness. The original ELM depends on 

random selection of the initial parameters for constructing the model. The ELM mechanism 

obtains good performance, but not best results. We tried to resolve the randomness problem 

and improve the performance using the context clustering method. In the proposed method, 

the initial parameters of the system include model structure and related information, through 

clustering with the input-output relationship. 

 

5. Conclusion 

In this paper, we showed advantages of the advanced ELM learning mechanism using the 

context clustering concept with GMM. The pre-determining initial parameters of the model 

achieve improving of the performance and reducing the randomness. To generate more 

advanced initial parameters, proposed approach used input-output relationship of the given 

system, using the context clustering method. The improvement of the performance verified 

usefulness and effectiveness of the proposed approach. 

In spite of improved features, there are still a few considerations. An optimal structure 

determination step, before parameter optimization in the main progress, is needed to construct 

model frame. Good results can be induced by optimal structure and parameter learning. In 

addition, an initialization of the GMM is needed to be improved. We simply used FCM 

algorithm to obtain the context clusters and randomly initialized the center of the GMM, 

before learning main clustering. Improved results can be obtained, if it is possible to take 

better initial parameters.  

Related future researches will include improving context clustering performance itself and 

obtaining better initial parameters of the clustering. Various researches, to improve the 

performance of the ELM while keeping dominant concepts, should be progressed at the same 

time. 
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