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Abstract 

Among a lot of rollback-recovery protocols developed for providing fault-tolerance for 

long-running distributed applications, sender-based message logging with checkpointing is 

one of the most lightweight fault-tolerance techniques to be capable of being applied in this 

field, significantly decreasing high failure-free overhead of synchronous logging by using 

message sender's volatile memory as storage for logging its corresponding message. 

However, attempting to apply this technique into large-scale and geographically distributed 

systems such as broker-based sensor networks, etc., the following problems should be 

addressed; reducing the number of control and data messages passing on core networks 

occurring during its fully message logging and recovery procedures. In this paper, we present 

a lightweight message logging protocol for distributed sensor networks to solve all of them by 

employing the current and future distributed systems' architectural features mentioned above. 
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1. Introduction 

Ubiquity, low-cost but, high capacity of small to medium size of computing devices 

highly easy to connect with others in wired, wireless or both ways are triggering not a 

few of architectural variations in distributed computing systems. This technological 

trend enables an arbitrarily connected set of nodes to provide low-cost high 

performance computing environments for their general users. However, this type of 

technical diversity tends to cause reliability issues for them to be difficult to be 

achieved [1, 2, 6, 7]. There are a lot of rollback-recovery algorithms developed for 

providing fault-tolerance for long-running distributed applications on small-scale, 

cluster, grid computing platforms [1, 2, 6, 11]. Among them, sender-based message 

logging [1, 5, 10] with checkpointing [2, 3, 8] is one of the most lightweight fault-

tolerance techniques to be capable of being applied in this field. It may considerably 

lower high failure-free overhead of receiver-based message logging [9, 11] resulting 

from synchronously logging each message into stable storage, which can be realized by 

using volatile memory of its sender as storage for logging [1, 4, 5, 10]. Figure 1 shows 

four processes p, q, r, s where p is sending several messages to the others. In this 

example, sender-based message logging has process p maintain the log information of 

each sent message in its volatile memory. This beneficial feature can be obtained at the 

expense of extra communication required for allowing message senders to get receive 

sequence numbers(RSNs) of the messages from their receivers and confirm them with 

the receivers and slowness and complexity of recovery of each failed process coming 

from its obtaining message log from the corresponding senders. As architectural aspects 
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of current and future distributed computing systems are changing to geographically 

group-based and peer-to-peer based, many of these systems are adopting broker-based 

architecture to accommodate these topological features well. Thus, this change is 

making a lot of issues about their fundamental building blocks reconsidered to work 

well for these newly fashioned systems in highly effective manners. Sender-based 

message logging abbreviated by SBML should also be examined properly before its 

application to accommodate this architectural change, which we are focusing on in this 

paper. In this point of view, the two drawbacks mentioned earlier most of sender-based 

message logging protocols [1, 5, 10] have may be amplified and highlighted greatly if 

applied into these new systems, being capable of significantly diminishing the practical 

value coming from their common advantageous features. This paper designs a 

lightweight message logging protocol for distributed sensor networks to address the 

critical problems by employing the current and future distributed systems' architectural 

features mentioned above. 

The remainder of the paper is organized as follows. In sections 2 and 3, we explain 

failure-free and recovery operations of our broker-based SBML algorithm in detail. 

Finally, section 4 concludes this paper. 

 

 

Figure 1. Basic Operations of SBML 
 

2. Normal Operation Algorithm 

First of all, let us assume the following system model; a distributed sensor networked 

system is composed of a finite, but arbitrary set of cells. A certain number of nodes 

reside on a cell among which one having generally, but not mandatorily, the highest 

capacity of resources such as CPU, memory, storage, network, etc., is elected as cell 

broker. Figures 2 and 3 illustrate the same instance of this system model assumed 

having three cells with 8 processes. In these figures, a gray-shaded ellipse on each cell 

indicates its cell broker. When a sender sends a message to its corresponding receiver, 

traditional sender-based message logging protocols require the following three steps; 

partially logging the message with its SSN (Send Sequence Number), IDs of its sender 

and receivers into its volatile storage, saving its RSN returned from its receiver into its 
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log element and informing the receiver of the success of fully logging the message on  

the sender's volatile storage. However, should they be applied into broker-based sensor 

networks, the previous SBML protocols may incur high failure-free overheads in terms 

of communication cost. This disadvantage occurs if inter-process communications 

frequently perform across cells. For example, in Figure 2, process Pc1
1
 sends message 

M1 to process Pc2
2
, which sends M2 to Pc3

3
. Then, Pc3

3
 sends M3 to Pc3

2
, sending M4 to 

Pc1
2
, which transmits M5 to Pc1

1
. In this case, the protocols force their three steps with 

all three messages M1, M2 and M4 to be executed using cell-crossing interaction 

primitives. 

In contrast to the previous protocols, our protocol enables the broker to manage the 

volatile storage for fully logging all the messages sent to every cell member, not 

including itself, from outside its managing cell like in Figure 4. This feature allows the 

second and the third steps to perform locally with each message receiver's broker . For 

example, figure 3 shows how our proposed protocol executes in the same scenario as 

Figure 2. In this case, every sender of each message sent to outside its cell like Pc1
1
, Pc2

2
 

or Pc3
2
 has only to maintain the partial log information of the message. Instead, each 

cell broker like Pc2
1
, Pc3

1
 or Pc1

1
 keeps fully logged messages M1, M2 and M4 on its 

volatile storage respectively. From this figure, we can see that the failure-free steps 

excluding the first-step with messages M1, M2 and M4 are executed only inside each 

local cell of their receivers respectively. 

 

 

Figure 2. An Example of Traditional Protocols with 8 Processes on Three 
Cells 
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Figure 3. An Example of our Protocol with 8 Processes on Three Cells 

 

 

Figure 4. Normal Operation Steps of our SBML Protocol 
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3. Recovery Algorithm 

Suppose a process crashes. In order to recover this process, sender-based message 

logging protocols have it restore a checkpointed state from the stable storage, obtain all 

the messages received from others before failure and replay them in their RSNs and 

then FIFO order. Although these previous protocols suffer from their high 

communication overhead occurring during recovery, our protocol can localize the 

recovery procedure of each process like in figure 5 as follows; First, if a process, not 

cell broker, fails according to the crash failure model, it can be recreated on an 

available node, restore a pre-failure state from its latest checkpoint and broadcast a 

recovery request only inside its local cell. Whenever it receives a reply including 

logged messages sent to itself from another process, it puts fully logged messages into 

its replay buffer in RSN order and then partially logged ones in FIFO order. After it has 

gotten replies from all the other nodes, it replays all the messages sent before its failure 

after its latest checkpoint accordingly. 

 

Figure 5. Recovery Steps of our SBML Protocol 

 

4. Conclusion 

The traditional SBML protocols may suffer from the following two overheads in 

common that may make it very difficult to use them in large-scale distributed sensor 

networks. Extra communication cost is required for allowing message senders to get 

RSNs of messages from their receivers and confirm their receipt to the receivers. 

Second, slowness and complexity of recovery procedure are coming from each failed 

process' obtaining message log from the corresponding senders. In this paper, we 

presented a lightweight message logging protocol for distributed sensor networks to 

employ the current and future distributed systems' architectural features for 

considerably alleviating these two drawbacks. 
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