
International Journal of Smart Home  

Vol. 5, No. 4, October, 2011 

 

 

1 

 

A new Scheduling Mechanism Inspired of Artificial Immune System 

Algorithm for Wireless Sensor Networks 
 

 

Arash Nikdel
1
, Amir Massoud Bidgoli

2
, Mohammad Hossein Yektaie

1 

1
Department of Computer, Science and Research Branch,  

Islamic Azad University, Khuzestan, Iran 

2
Department of Computer Engineering, Islamic Azad University, Tehran North 

Branch, MIEEE, Ph.D. Manchester University, Tehran, Iran 

a.nikdel@khouzestan.srbiau.ac.ir, drbidgoli@gmail.com, mh.yektaie@gmail.com  
 

 

Abstract 
 

In hierarchical routing in Wireless Sensor Networks, the nodes are divided into clusters. 

In each cluster, one node is selected as cluster head and other nodes are cluster members. 

Till now, different mechanisms have been proposed for communication between cluster 

members and cluster head in hierarchical protocols. Most of them determine a same time for 

each cluster member to communicate with cluster head without regarding the nodes 

conditions. In this paper, we propose a novel scheduling mechanism inspired of Artificial 

Immune System algorithm called CHSM. In this mechanism, the nodes with more information 

have a better chance for communicating with cluster head. Then, we propose QoS-CHSM 

mechanism and improve the proper nodes distribution in each cluster. In this method, we try 

to apply a more proper distribution of nodes in the cluster, by changing cluster to the virtual 

sub clusters and applying the CHSM for each virtual cluster separately. In fact, the CHSM is 

a special manner of QoS-CHSM in which the number of virtual clusters equals one. We have 

simulated LEACH protocol and used proposed scheduling mechanisms in it and then 

compared it with original LEACH protocol which uses TDMA scheduling mechanism. The 

results of simulation show the effectiveness of the proposed mechanisms. 
 

Keywords: Wireless Sensor Network, Scheduling Mechanism, LEACH Protocol, Artificial 

Immune System algorithm 
 

1. Introduction 
 

Recent technological advances have led to the emergence of small, low-power devices 

that integrate sensors with limited processing and wireless communication capabilities [1]. 

The wireless sensor network (WSN) has emerged as a promising tool for monitoring the 

physical world and has a wide variety of potential applications in many fields [2] [3]. Sensors 

can be deployed rapidly and cheaply, thereby enabling large-scale, on-demands monitoring 

and tracking [2]. Wireless sensor networks open a wide range of applications, including 

environment monitor, disaster prediction, military surveillance and vehicle tracking [1] [2]. 

Different applications have different requirements, so they adopt the different network models 

and design assumptions, such as: network structure, sensor deployment strategy, sensing 

model, transmission range, failure model, time synchronization, and location information [1]. 

Furthermore, applications differ in their requirements; therefore the underlying sensor 

networks usually have different design objectives or have different priorities among the 
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design objectives [1]. Designing protocols and algorithms for WSNs is more challenging due 

to limited resources, lack of centralized control, unreliable wireless channel conditions, and 

various application-specific demands [4]. 

One of the important issues on the field of sensor networks is routing. In [5], the routing 

protocols have been classified in four general categories such as Data-centric, hierarchical, 

location-awar and Quality of Service (QoS) Aware. In hierarchical routing, the nodes are 

divided into clusters. In each cluster, one node is considered as cluster head and other nodes 

are cluster members. Cluster members receive information from the environment and then 

send them to the cluster head. After that, the cluster head send the information to the sink 

node. Most of the hierarchical routing protocols consist of two steps. The first step is 

selecting the cluster head and the second one is routing. Hierarchical routing is a useful 

method in order to decrease the number of messages sending to the base stations and also to 

increase the lifetime of the network.  

Different methods are used in hierarchical protocols in order to avoid interference 

between the data of cluster members. The most used method is Time-Division Multiple 

Access (TDMA) that is used in many protocols [6] [7] [8] [9] [10] [11] [12] [13] [14]. TDMA 

method doesn’t distinguishes between cluster member with low data and cluster member with 

high data and gives both  of them the same chance to communicate with the cluster head. 

While a member of cluster maybe located in a dynamic area and should have more time to 

send information to it in comparison with another members. 

In this paper, we propose a novel scheduling mechanism inspired of Artificial Immune 

System called Case History Scheduling Mechanism (CHSM) for communication between a 

cluster members and cluster head. The remaining of this paper is organized as follow: original 

LEACH protocol is explained in section 2. Artificial Immune System algorithm as a basic 

learning strategy used in the proposed protocol is discussed in section 3. Proposed mechanism 

is explained in section 4. Improved version of our mechanism is presented in section 5. 

Simulation results are shown in section 6. Section 7 is the conclusion. 
 

2. Leach Protocol 
 

LEACH [9] is an important well known hierarchical routing protocol. The operation of 

LEACH is broken up into rounds, where each round begins with a set-up phase, when the 

clusters are organized, followed by a steady-state phase, when data transfers to the base 

station occur. Initially, each node chooses a random number between 0 and 1. If the number is 

less than a threshold which is obtained by (1), the node becomes a cluster head for the current 

round. Cluster head for the current round broadcasts an advertisement message to the rest of 

the nodes. The non-cluster head nodes must keep their receivers on during this phase of set-up 

to hear the advertisements of all the cluster head nodes and decides the cluster to which it will 

belong for this round. The cluster-head node creates a TDMA schedule telling each node 

when it can transmit and broadcast back to the nodes in the cluster. Once the clusters are 

created and the TDMA schedules fixed, data transmission can begin.  

If n G 

             T (n) = P / (1 – P(r mod (1/P))) 

Otherwise                                                                                                                  (1) 

             T (n) = 0 

The time slices are assigned to cluster members based on TDMA mechanism. At each 

time slice, cluster head communicates with one of its members and receives the information 

from it. After some time slices, the cluster head sends the received information to the sink 
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node. For distributing the load among different nodes, at the end of each round the cluster 

heads are changed based on mentioned mechanism. The round and time slice in LEACH 

protocol is shown in Fig. 1. 

 

 
Figure 1. The Round and Time Slice in LEACH Protocol 

 

3. Artificial Immune System Models 
 

Artificial Immune System (AIS) are distributed adaptive systems for problem solving 

using models and principles derived from the Human Immune System. The Immune System 

is the defense system of our body, which can produce and secrete antibodies used to protect 

us against infection through an antigen recognition process. The capabilities of the Natural 

Immune System (NIS) is mainly the inner working and cooperation between the mature T-

Cells and B-Cells that is responsible for the secretion of antibodies as an immune response to 

antigens. The various theories with regards to the functioning and organizational behavior of 

the NIS, is discussed. These theories inspired the modeling of the NIS into the AIS for 

application in non-biological environments. Many different AIS algorithm models have been 

built, including bone marrow models, thymus models, Clonal selection algorithms, Positive 

Selection, and immune network models [15] [16]. The pseudo code for the basic AIS 

algorithm includes eight steps as follows [16]: 
 
Initialize a set of ALCs as population C; 

Determine the antigen patterns as training set DT; 

While some stopping condition(s) not true do 

      For each antigen pattern zP  DT do 

          Select a subset of ALCs for exposure to zP , as population S  C; 

          For each ALC xiS do 

               Calculate the antigen affinity between zP and xi;  

          End for 

          Select a subset of ALCs with the highest calculated antigen  affinity as population H S; 

          Adapt the ALCs in H with some selection method, based on the calculated antigen affinity and/or the  

                                                                                                                             network affinity among ALCs in H; 

          Update the stimulation level of each ALC in H; 

      End for 

End while 
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Each of the algorithm’s parts is briefly explained next: 

1. Initializing C and determining DT: The population C can either be populated with 

randomly generated ALCs or with ALCs that are initialized with a cross section of 

the data set to be learned. 

2. Stopping condition for the while-loop: In most of the discussed AIS models, the 

stopping condition is based on convergence of the ALC population or a preset 

number of iterations. 

3. Selecting a subset, S, of ALCs: The selected subset S can be the entire set P or a 

number of randomly selected ALCs from P. 

4. Calculating the antigen affinity: The antigen affinity is the measurement of 

similarity or dissimilarity between an ALC and an antigen pattern. The most 

commonly used measures of affinity in existing AIS models are the Euclidean 

distance, r-continuous matching rule, hamming distance and cosine similarity. 

5. Selecting a subset, H, of ALCs: In some of the AIS models, the selection of highest 

affinity ALCs is based on a preset affinity threshold. Thus, the selected subset H 

can be the entire set S, depending on the preset affinity threshold. 

6. Calculating the network affinity: This is the measurement of affinity between two 

ALCs. The different measures of network affinity are the same as those for antigen 

affinity. A preset network affinity threshold determines whether two or more 

ALCs are linked to form a network. 

7. Adapting the ALCs in subset H: Adaptation of ALCs can be seen as the maturation 

process of the ALC, supervised or unsupervised. Some of the selection methods 

that can be used are negative selection (or positive selection), clonal selection 

and/or some evolutionary technique with mutation operators. ALCs that form a 

network can influence each other to adapt to an antigen. 

8. Updating the stimulation of an ALC: The stimulation level is calculated in 

different ways in existing AIS models. In some AIS models, the stimulation level 

is seen as the summation of antigen affinities, which determines the resource level 

of an ALC. The stimulation level can also be used to determine a selection of 

ALCs as the memory set. The memory set contains the ALCs that most frequently 

match an antigen pattern, thus memory status is given to these ALCs. 

Artificial immune systems have been successfully applied to many problem domains. 

Some of these domains range from network intrusion and anomaly detection, data 

classification models, virus detection, concept learning, data clustering, robotics, pattern 

recognition and data mining [16].  
 

4. Proposed Scheduling Mechanism  
 

In this section, we describe the proposed scheduling mechanism called CHSM. This 

mechanism is employed after set-up phase in order that cluster heads collect information from 

their members. In this mechanism, each cluster head selects the members to communicate 

with them using AIS algorithm. In the proposed mechanism, we suppose that if one cluster 

member has a packer to send at the moment t, it will have another one to send very likely at 

the moment t+1 and vice versa. For this reason, if the selected member has data to send, it 

will be more probable to select it in the next time slices and otherwise, selection probability 
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will be decreased. The proposed algorithm keeps the B bit history of communications with 

each node. We present this history by sequence of bits and called it case history. In case 

history, 0 means that node doesn’t have any data to send and 1 means that node has data to 

send. At first, after performing the set-up phase, all case histories are considered equal to 0 as 

shown in Fig. 2. 

 

 

 

 

 

 

 

 

Figure 2. Cluster head keeps the B bit history of communications with each 
node. At first, all case histories are considered equal to 0. 

Whenever the cluster head communicates with a node, it updates the case history of that 

node. For this purpose, all bits are shifted to the right and the least significant bit is removed 

and the value of the most significant bit is calculated by f r function. The amount of function 

f r is calculated according to (2). This process is shown in Fig. 3. 

If the node doesn’t have any data to send 

          fr = 0 

Else                                                                                                                           (2) 

          fr = 1 

 
Figure 3. Process of updating the case history 

In each time slice of the proposed algorithm, the cluster head selects one of the cluster 

members. The probability of selecting each node is obtained by (3): 

Pi = affinity node / j=1 to N affinity node-j                        (3) 

In (3), the affinity value of node is calculated using case history of node according to (4): 
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affinity node =  + b=0 to B-1 ( 2
b-1

 a
b-1

 )                        (4) 

In (4), it is supposed that the node case history is B bit (aB-1, … , a2 ,a1,a0). Also  is a 

constant number in order that the node affinity value does not exceed a determined level. In 

order that the affinity of a node with the most affinity value in maximum case becomes  

times more than the node with minimum affinity value, the parameter  is determined 

according to (5) to (8) as follows: 

affinity minimum =                                                      (5) 

affinity maximum = + 2
B – 1

                                          (6)
 

 = affinity maximum / affinity minimum = ( + 2
B - 1

) /   (7) 

 = (2
B - 1

) / ( - 1)                                                    (8) 

After selecting one node, the cluster head requests the selected member to send data 

packet. If the cluster member has packet to send, it will send it to the cluster head and 

otherwise, it will not respond. Then, the cluster head regarding that node has had data to send 

or not, updates the case history of mentioned node. The process of updating the case history 

was discussed before. In this way, the probability of selecting node in future becomes more or 

less. 

In the proposed mechanism, the nodes with affinity value more than threshold will be 

selected as memory cells and have some quota. It means that after the specified number of 

time slices (), the cluster head will communicate with them surely. In fact, they are given a 

chance to resend data. The affinity threshold is calculated according to (9): 

 

 

 

affinity threshold =  + b=R to B-1 ( 2
b-1

 )                              (9) 

In order to give quota to the nodes selected as memory cells, the cluster head in some 

constant time rounds (after  time slice), determines  time slice to communicate with the 

nodes selected as memory cells. The amount of  is calculated by (10): 

 = M                                                                      (10) 

Where |M| represents the number of nodes selected as memory cells and  is the number 

of time slices determined to communicate with the nodes selected as memory cells. 

The only operator in AIS algorithm is mutation. We suppose that the mutation rate of 

each node (node) has reverse impact on its affinity value (affinity node).  node is calculated for 

each node according to (11): 

node =  / ( affinity node + )                                             (11) 
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Where  is a constant number that is calculated in the way that mutation value doesn’t 

become less than the predetermined value. Also  is a constant number that should be selected 

properly in order that mutation value doesn’t exceed the predetermined value. 

In the proposed mechanism, the cluster head after some time slices (), selects some of 

nodes randomly ( percent of nodes) and mutates the case history of nodes regarding their 

mutation rate. Fig. 4 shows three binary numbers with four different mutation rates: 

Regarding the binary values before and after mutation, we observe that this operation 

makes smaller number bigger and big number smaller. When we have more mutation rate, 

then the change will be greater. Note that the nodes with less affinity have more mutation and 

vice versa. 

In the proposed mechanism, the only way to give more chance to those nodes which had 

not any data to send in the past time slices and with low affinity value, is mutation. While it is 

possible that such nodes aren’t given any chance to communicate with cluster head in some 

successive time slices. 

 
Figure 4. Three binary numbers with four different mutation rates 

 

In order to overcome this challenge, after each + time slice, the  number of time slices 

spent on communicating with  percent of nodes that their affinity are less than the 

affinity threshold-bellow. The value of affinity threshold-bellow is calculated according to (12):  

 

 

 

affinity threshold-below =  + b=0 to B-U ( 2
b-1

 )                (12) 
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Also the value of  is calculated according to (13). Note that  and  time slices is for 

communicating with member nodes and also with the nodes selected as memory cells. 

 =   C                                                            (13) 

Where  represents the number of time slices are allocated to communicate with such 

nodes, |C| represents number of nodes with affinity value less than affinity threshold-below . Also, 

 is percent of nodes which are communicated and are given chance to send data. It is 

obvious that  will be between 0 and 1.The cluster head repeats these tasks after n time slices. 

The value of n is calculated According to (14): 

 +  +  = n                                                           (14) 

This sequence continues until the new round of clustering. After the number of time 

slices, the cluster head sends received information of its cluster members to the sink node. 

These repetitions are shown in Fig. 5. The pseudo code for the CHSM algorithm includes six 

steps as follows: 
 
// 1.initialize parameter 

Initialize parameter 

For each node nx do 

     Case-historynode-x=’00000000’ 

 

// 2.main loop of CHSM mechanism 

Count =0 

Repeat: 

     // 3.the cluster head communicates with a node; Note that probability of selecting each node is proportionate 

with its affinity 

     For i = 1 to  do    

        Select a random node as nx  

        Send a request date packet for node nx  

        If node nx have data then fr = 1 

        Else fr = 0 //node nx not have any data 

        Shift to right Case-history of node nx with fr bit  

        Count++ 

     End For 

      

     //4.Communicating with the member nodes in memory cell set 

     M =  //initializing the memory cell  

     For each node nx do    

        Calculate affinity of node nx 

        If affinity node-x > affinity threshold then 

             Add the node nx to the memory cell set, M 

        End if       

     =|M| 

     For i= 1 to  do 

         nx = ith node in memory set, M  

         Send a request date packet from node nx  

         If node nx have data then fr = 1 

         Else fr = 0 // node nx not have any data  

         Shift to right Case-history of node nx with fr bit  

         Count++ 

     End for 

 

   //5.Communicating with  percent of members with low affinity 

     C= all node that their affinity is less than affinity threshold-below 
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     =*|C| 

     For i= 1 to  do 

         nx = select one node in memory set C randomly 

         Send a request date packet from node nx  

         If node nx have data then fr = 1 

         Else fr = 0 //node nx not have any data  

         Shift to right Case-history of node nx with fr bit  

         Count++ 

     End//for 

 

    //6.mutation process 

    For each node nx do  

         Calculate the mutation rate  for node nx 

         Mutate Case-history of node nx with  rate 

    End For 

 

While (Count <= n) 

 

 

 

 

 

 

 

 

 

 

 

Figure 5. The repetition of cluster head tasks 

 

5.  Improving the proposed mechanism using virtual clustering concept 
 

In this section, we describe an improved CHSM mechanism, called QoS-aware Case 

History Scheduling Mechanism (QoS-CHSM). In the CHSM mechanism, there is no attention 

to the proper distribution of the selected nodes in the cluster. The nodes are selected only 

based on their affinity value. In order to improve the distribution of the selected nodes in 

cluster area, we divide the cluster to the several sub clusters (virtual cluster) and apply the 

CHSM mechanism to each sub cluster separately. We assume that the nodes are static once 

deployed, and each one knows its own location which can be achieved by using some location 

system [17]. 

After performing the set-up phase, the cluster head sends the special packet (“please-

register” packet) to all nodes. This packet consists of geographic location of cluster head and 

also the number of virtual clusters. After receiving this message, each member calculates its 

virtual cluster number based on (15) to (18): 

 = Sin
-1

 ((x - x node) / d)                                           (15) 
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d node = ( (x - x node)
2
 + (y - y node)

2
 )

1/2
                        (16) 

 = 2 / r                                                               (17) 

VirtualCluster node =  /                                       (18) 

Where (x node , y node) is coordinates of the member node, (x , y) is coordinates of the 

cluster head, r is the number of sub clusters (virtual clusters), VirtualCluster node is sub cluster 

number of member node. In Fig. 8, one cluster is divided to six virtual clusters, so r =6. For 

example, if we suppose that =150, =60, then the member node will be the member of third 

sub cluster (i.e. VirtualCluster node=3). This process is shown in Fig. 6. 

At the end, cluster head communicates with each of their members separately and collects 

the “registerMe” packets from their members. This packet contains ID and Virtual Cluster 

number of member node. 
 

 
Figure 6. Dividing a cluster to the virtual sub clusters 

 

After receiving all “registerMe” packets, the cluster head will be informed of the number 

of all nodes in cluster and the number of nodes in each virtual cluster. After determining the 

number of member nodes in each virtual cluster, the cluster head applies the CHSM algorithm 

to each virtual cluster separately and determines the number of necessary time slices in order 

to guarantee the quality of service. The cluster head calculates parameters for each virtual 

cluster separately according to (19) to (26): 

N1 + N2 + ... + Nr =  i =1 to r ( Ni ) = N                     (19) 

1 + 2 + ... +  r =  i =1 to r ( i ) =                       (20) 

i = (Ni / N) /                                                        (21) 

i = Mi                                                                (22) 
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1 + 2 + ... +  r =  i =1 to r ( i ) =  = M           (23) 

C1 + C2 + ... + C r =  i =1 to r i (24) 

1 + 2 + ... +  r =  i =1 to r ( i ) =                        (25) 

i = (Ci / C) /                                                        (26) 

Where r represents the number of virtual clusters, N represents the number of all nodes 

and Ni is the number of member nodes in the i
th
 virtual cluster.  shows the number of all 

time slices allocated before giving quotas and i represents the number of time slices 

allocated to communicate for the i
th
 virtual cluster.  is the number of all nodes selected as 

memory cells, i is the number of member nodes in the i
th
 virtual cluster selected as memory 

cells. M represents the number of member nodes in memory cells set and Mi is number of 

nodes belonging to the i
th
 virtual cluster which also are in the memory cells set. Fig.7 shows 

the time slices of this mechanism. 

 
 

 
 

Figure 7. Using the virtual clustering to improve the node’s distribution in 
CHSM 

 

The virtual clustering effect on improving the quality of service is shown in Fig.8. 

 

 
Figure 8. The virtual clustering effect on improving the quality of service  
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In Fig. 8.a , it is shown that the cluster head communicates with half of nodes. But due to 

improper distribution of nodes at different locations, performing the CHSM method will not 

get the favorite result and both unchecked and checked are observed at some points. But this 

problem is solved by applying QoS-CHSM method as shown in Fig. 8.b. 
 

6. Simulation Results 
 

In this section, our proposed mechanism is simulated using NS2 simulator [18]. We 

simulated LEACH protocol and used proposed scheduling mechanism in it (LEACH CHSM and 

LEACH QoS-CHSM) and then compared it with original LEACH protocol which uses TDMA 

scheduling mechanism (LEACH TDMA). In order to perform simulation, 100 sensor nodes are 

distributed in an area equal to 100100 square meters. The sink node is selected randomly 

among 100 nodes. The nodes take the temperature of environment and inform the cluster head 

of its changes [19]. The number of virtual clusters in our simulation is considered equal to 4 

(r = 4). Other assumptions are as follow: B=8, =50, =0.05, =128, =3, =128, =50 and 

=50%. Each node that is selected as a cluster head will be responsible in 500 time slices. The 

cluster head puts the received data in a packet after 5 time slices and sends it to the sink node. 

The network is tested for loads (the average number of packets sent by each node in each time 

slice) 0.0125, 0.0250, 0.0375, 0.0500, 0.1000, 0.1500, 0.2000, 0.2500 and 0.3000. The 

simulation duration is 600 seconds and during simulation, the clustering step is performed 

several times.  

 

Table 1. The Parameters Values for Simulation 
The assumptions 

Parameter B        r 

value 8 50 0.05 128 3 128 50 50% 4 

 

6.1 The First Experiment 
 

In this experiment, we evaluate the performance of proposed mechanism. For this 

purpose, LEACH protocol with P=0.077 is employed using two scheduling mechanism. After 

clustering step based on LEACH protocol, the cluster heads begin to collect the data packets 

from their own cluster members using CHSM, QoS-CHSM or TDMA mechanism. In this 

experiment, load parameter (i.e. the average number of packet sent by a node in each time 

slice) is considered 0.1. 

The results of experiment are shown in Table 2 and Fig. 9. As can be seen in Table 2 and 

Fig. 9, the average of received data for CHSM and QoS-CHSM is greater than TDMA 

mechanism. As mentioned before, each node that is selected as a cluster head will be 

responsible in 500 time slices. In proposed method, after some time, the cluster head 

communicates with cluster members in more time slice and so, cluster head knows its 

members conditions better than before. Thus cluster head communicates with a member 

which has more information to send. Therefore, it receives more data packets from its 

members. It means that the CHSM method determines some members of cluster with more 

sending information. Thus, cluster head give them more chance to communicate with cluster 

heads. While in TDMA mechanism, the cluster heads do not distinguish between their 

members. 
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Table 2. The average of received data 
 

Method 

Time slice 

10 20 30 50 70 100 200 300 400 500 

LEACH with TDMA 0.28 0.33 0.37 0.42 0.40 0.43 0.44 0.42 0.46 0.43 

LEACH with CHSM 0.27 0.35 0.47 0.50 0.53 0.60 0.62 0.68 0.72 0.73 

LEACH with QoS-CHSM (r=4) 0.30 0.37 0.45 0.45 0.50 0.56 0.56 0.62 0.60 0.63 

 

 
Figure 9. Average data received in different time slices 

 

6.2 The Second Experiment 
 

In this experiment, the average of received data for different traffic loads with P=0.077 

are evaluated. Fig. 10 and Table 3 show the results of this experiment. As can be seen in 

Fig. 10, the average of received data in each time slice in proposed mechanisms is higher than 

TDMA. This is because in proposed mechanisms, the cluster head knows its active members 

and so, these members are allocated more time to send information. 
 

Table 3. The average of received data 
 

Method 

Average traffic load 

0.0125 0.0250 0.0375 0.0500 0.1000 0.1500 0.2000 0.2500 0.3000 

LEACH with TDMA 0.12 0.21 0.32 0.35 0.48 0.55 0.57 0.73 0.83 

LEACH with CHSM 0.15 0.33 0.42 0.60 0.70 0.77 0.80 0.90 0.92 

LEACH with  

QoS-CHSM (r = 4) 

0.14 0.36 0.41 0.60 0.62 0.70 0.69 0.87 0.85 

 

 
Figure 10. Average of received data in different traffic loads  
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6.3 The Third Experiment 
 

The purpose of this experiment is to evaluate the average time that each package waits in 

queue. For this purpose, CHSM, QoS-CHSM and TDMA mechanisms with P=0.077 for 

different loads are employed and the average of waiting time in queue for each package is 

calculated. Fig. 11 and Table 4 show the results of this experiment. 
 

Table 4. The average waiting time in queue for each packet in different traffic 
loads 

 

Method 

Average traffic load 

0.0125 0.0250 0.0375 0.0500 0.1000 0.1500 0.2000 0.2500 0.3000 

LEACH with TDMA 0.33 0.46 0.45 0.50 0.51 0.53 0.60 0.63 0.65 

LEACH with CHSM 0.25 0.31 0.32 0.40 0.38 0.38 0.40 0.41 0.41 

LEACH with  

QoS-CHSM 

0.21 0.30 0.33 0.40 0.43 0.45 0.49 0.46 0.51 

 

 
Figure 11. The average waiting time for each packet in different traffic loads  

 

The experiment results show that the performance of CHSM (and QoS-CHSM) is better 

in comparison with TDMA. Regarding that in CHSM, the active cluster members have more 

time to send information, they can send their data at a higher rate, therefore, the average of 

waiting time in queue for their packets is decreased. 
 

5. Conclusions 
 

In this paper, we proposed a new scheduling mechanism inspired of Artificial Immune 

System algorithm for communication between cluster heads and their members. Then, we 

improved the QoS in CHSM and proposed QoS-CHSM scheduling mechanism. In order to 

evaluate our mechanism, we simulated LEACH protocol and used proposed scheduling 

mechanisms in it (LEACH CHSM and LEACH QoS-CHSM) and then compared it with original 

LEACH protocol which uses TDMA scheduling mechanism (LEACH TDMA). The results of 

simulation show the effectiveness of the proposed mechanism. 
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