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Abstract  The wireless sensor network (WSN), is a type of self-organized distribution system without complex 
infrastructure requirement. However, WSN’s independence and un-attended usage limit its power supply and life 
expectancy. These become a critical issue for any WSN implementation. The in-network processing which, intends 
to minify data volume locally can greatly reduce the energy consumption of data delivery over a long distance to 
the sink. However, open problems are still remain with in-network processing, such as how to carry out in-network 
processing, and how to combine routing scheme to the sink (e.g. the long distance delivery). For any WSN 
application, the following pre-assumption is vital. There exists a physical signal field which bridges physical 
events to the sensors of WSN, otherwise WSN does not work. In fact, the physical signal field can be depicted by 
sensory data of all the nodes, and can even be used for local data convergence (e.g. in-network processing). An 
immediate solution which we propose is that, sensory data of the nodes can be converged to local extremes of the 
physical signal field along its gradient direction. Furthermore, the physical signal field is integrated with the cost 
field routing scheme. The cost field routing is in charge of delivering data to the sink. During the in-network 
processing, the delivery direction is derived by combining linearly the gradient directions of the cost field and 
physical signal field. Also simulation results show that the proposed schemes are robust, adaptable, and reliable to 
the variation of physical events.
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1. Introduction 
In recent years, improvements of micro-electronics 

promote applications of WSN. However, for each sensor 
node, its independence and un-attended usage confine its 
limited power supply no matter how powerful its 
embedded battery is. Thus, energy efficiency is always a 
key issue for the WSN implementation. 

For any particular application, each node senses signal 
and generates sensory data independently. However, all 
sensory data are context-related, because they are in the 
same application. The relation of context-related of 
sensory data can be exploited for data processing, such 
as compressing or aggregating. This can reduce total data 
volume. Consequently, the energy consumption due to the 
long distance delivery to the sink can also be reduced. In 
general, sensor nodes are clustered by their location, and 
then all sensory data inside a cluster converge together for 
aggregation. Only high-level (aggregated) data (with 
smaller volume) are delivered to the sink. The process of 
local data convergence for aggregation is called in-
network processing [1]. In the case when the nodes that 
generate data are far away from the sink, the in-network 
processing (local data convergence and aggregation) can 
save energy greatly.  

One thing that we should be aware is that, context-
related doesn’t mean location-related and vice versa. For 
example, two wireless sensor nodes are far away from 
each other, and generate context-related data. In this case, 
in-network processing wouldn’t be necessary because the 
delivery cost for aggregation is expensive. In other words, 
only those location-related nodes with context-related data 

can benefit from in-network processing. 
In terms of the physical events that WSN is monitoring, 

some signals must be emitted from the event and can be 
sensed by WSN. Otherwise, WSN can not sense the 
physical events. In practice, the signal spreads among the 
regions, and its intensity may vary from point to point. The 
signal intensity of the region forms a physical signal field, 
and this field is the pre-requirement for WSN’s application.  

Before exploiting the physical signal field for in-network 
process, let’s investigate how to express the physical 
signal field over WSN. In general, any event report should 
include three elements: when, where, and what. The 
sensory data value is the content of “what” and it 
corresponds to the signal intensity of the physical signal 
field at the node. The information of “when” and “where” 
can also be marked by the node that generates data. Thus, 
each node holds all information of the physical signal field 
at its point. The whole picture of the physical signal field 
can be constructed by collecting information from all the 
nodes of WSN. 

In fact, all data packets that are generated from sensor 
nodes can also be sorted using their time-related, location-
related and context-related information. The context-
related and time-related, properties of the packet can be 
exploited for data aggregation. However all those three 
properties can be employed for local data convergence of 
in-network processing. In this paper, time-related is 
inferred by sampling frequency, and only context-related 
and location-related are considered for local data 
convergence. 

In section 2 & 3, we review issues regarding cost field 
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routing and examine the related work on the in-network 
processing. In section 4, the main idea is presented, and 
the physical signal field of the physical event is analyzed 
in detail. The algorithm and details of implementation are 
presented in section 5. In section 6, we discuss the 
performance of the algorithm and conduct simulation. In 
section 7, future studies are suggested. 

 
2. Background 
2.1 Gradient routing and “CoS” 

In 2000, Robert D. Poor proposed his Gradient Routing 
(GRAd) over Ad hoc networks [2]. The distinguished 
feature of Ad hoc network is that none of nodes know 
others without hearing something from others. On-demand 
routing is an immediate choice for ad hoc network routing, 
because it follows the rule that “if you wish to be spoken to, 
you must speak first”. GRAd belongs to on-demand 
routing.  

In [3], gradient routing is applied to WSN and enhanced 
to be GRAdient Broadcast (GRAB). Similar to GRAd, the 
scheme GRAB constructs and maintains a cost value field 
around the sink. At each node, its gradient direction of the 
field can be measured by probing its neighbor nodes. In 
GRAB, a band of the routing paths is selected for the data 
delivery, and a mechanism is proposed to control the width 
of the band.  

The sink initiates construction of the cost field. The sink 
propagates advertisement (ADV) packets, in which the 
“cost value” is included. When an ADV packets starts from 
the sink, its cost value is zero. When an ADV arrives at a 
node, the node adds the cost of last hop of the ADV (the 
cost of last hop can be measured by the node) to the cost 
value that is carried by ADV. The new cost value is also 
copied to the memory of the node. In this way, the cost 
value is distributed and changed hop by hop. The cost 
value and the location of all nodes construct a cost field. If 
the height denotes the cost value at each node, then the 
field looks like a funnel in 3-D space. 

When a data packet is sent out from a source node, it 
will carry the cost value of the source node. On the other 
hand, when a packet arrives at a node, the node will check 
the cost value of the packet first. If the cost value of the 
packet is smaller than (and equal to) that of the node, the 
packet is simply discarded. Otherwise, the node replaces 
the cost value of the packet with that of its own, and 
forwards the packet.  

Be aware that more than one delivery path may exist, 
and all of those paths construct a band path to the sink. 
The width of the band can be controlled by the difference 
of cost values. When the packet arrives at a node, the 
difference between cost value of the packet and that of the 
node is calculated. For a given threshold, if the difference 
is larger than the threshold, the packet will be forwarded; 
otherwise, the packet will be discarded. The threshold may 
vary from its maximum (maximum can be estimated based 
on the transmission radius of a node and node density of 
WSN) to zero, and correspondently, the band of delivery 
paths would be adjusted from narrow to wide.  

“CoS” (Center of Stimulus), an interesting concept, is 
also proposed in GRAB. According to the descriptions of 
GRAB in [3], any stimulus would create a field of sensing 
signal strength (e.g. the physical signal field) and more 
than one node (maybe tens of hundreds) may detect the 
stimulus. If each of those nodes sends a report, then 
resources will be wasted heavily. Thus, an election is 
necessary among those nodes that detect the same 

stimulus, and only one node would be elected to send the 
report to the sink. The elected node is called “CoS”. The 
election of CoS is based on the field of sensing signal 
strength. Only the node with the strongest signal would be 
CoS and generates a report to the sink. However, since 
the paper focuses on the scheme of “GRAB” which 
considers the construction of routing path to the sink, the 
discussion of in-network processing is simplified to CoS 
election. 

 
2.2 In-network processing 

To gain energy efficiency, sensory data should be 
processed locally. This is called in-network processing. In 
a particular application, sensory data are context-related. 
However, Source nodes may scatter among WSN: some 
of them may be close to each other; others may be far 
away from each other. It’s obvious that only those sources 
that are close to each other need to be clustered together 
for in-network processing.  

Most schemes simply cluster nodes by their location, no 
matter whether they are sources or not. Some schemes 
divide the region into square patches, and each patch 
corresponds to one cluster. One node of each cluster acts 
as the cluster header. The cluster header can be elected 
by nodes of the cluster, or be predefined. Within a cluster, 
sensory data converge to the cluster header for in-network 
aggregation.  

Other schemes cluster nodes by their routing path to 
the sink. In the case of the shortest path tree of the sink, 
branches are used for clustering, and nodes at the same 
branch are clustered together. In this way, the data of a 
source that is far from the sink may pass by source nodes 
that are near the sink, because those source nodes are at 
the same routing branch. Also in-network aggregation can 
be executed hop by hop, along the shortest path to the 
sink.  

In some schemes, the sensing signal strength (of the 
physical signal field) is discussed. To identify boundary of 
the physical event, a scheme sets the minimum threshold 
of sensing signal strength. The header inside an event 
boundary is elected by the strength of sensing signal and 
therefore the strongest will win [14]. Just as in GRAB, CoS 
election is also based on sensing signal strength, and only 
the data of CoS are delivered to the sink.  

In this paper, the physical signal field (e.g. the field of 
sensing signal) would be used for both node clustering 
and data converging. Following the “Cost-field routing” 
[2][3], we will combine the gradient directions of two fields 
(the cost field and the physical signal field) for data 
convergence. 

 
3. Related work 

Similar to database, WSN is also data-central. In [18], 
many techniques of databases, such as query and data 
retrieval, are applied to WSN. The property of data-central 
is investigated for in-network processing in [4]. Query is 
diffused (from the sink) among each cluster firstly. This is 
called directed diffusion. Nodes are then activated by the 
query, and sensory data (as a reply of the query) are 
delivered (from nodes) along the reverse path of the query 
diffusion. The sensory data can be aggregated at 
intermediate nodes when they passed by. In [15], different 
tags are assigned to sensory data with different semantic 
information. In this way, monitoring and in-network 
processing are easily conducted even in heterogeneous 
sensor network. 
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Routing issues of in-network processing are discussed 
in some papers [5, 8, 9, 10, 11, 17, 19]. In [5], In-network 
processing is investigated in term of energy costs and time 
delay, and three sub-optimal routing schemes are 
proposed. The first one is “Center at Nearest Source 
(CNS)”. The idea of CNS is that: within a cluster, the node 
nearest to the sink is selected to be the header; the in-
network aggregation is conducted at the header; the 
aggregated data are sent to the sink directly. The second 
one is “Shortest Paths Tree (SPT)”. This means that the 
shortest routing path tree of the sink is used, and the data 
can be aggregated along the path. The third one, “Greedy 
Incremental Tree (GIT)”, is an iterative scheme. GIT grows 
up step by step. At each step, the nearest source to the 
current tree is added through the shortest path to the tree. 
The growth would stop when all source nodes are 
connected to the tree. For all three schemes above, the 
routing scheme toward the sink must be given in advance. 
In [9], in-network processing is analyzed regarding to 
energy efficiency. The nodes are clustered by the branch 
of the routing path tree toward the sink. The data sampling 
is triggered by time and by the variation of sensing signal.. 
Similar ideas can also be found in [10] and [11]. In [17], 
virtual infrastructure “Rail” is defined for data delivery. 
“Rail” acts as a rendezvous area of data. Thus, all data 
can be aggregated within the “Rail”. In [8], sensor nodes 
are clustered by location, and the cluster header is 
predefined. In [19], sensor network is split into sectors to 
avoid transmitting collision. 

The routing path of WSN can be adaptable to the 
environment. In [6], each node routes the data based on 
energy of its own and its neighbors. In [7], sensory data 
packets are agent-based, and agent-based packets 
determine the routing path hop by hop toward the sink. 
Whenever a packet arrives at a node, its agent section will 
require the node to select the next hop of the packet 
delivery, based on remaining energy of the node and 
transmission cost of the next hop. Local target protocol 
(LTP) [12] is an extension of cost field routing. Moreover, 
LTP could make the data packets detour the concave 
holes of WSN. Similar to the cost field routing, during the 
“search phase” of LTP, the node locates its neighbors that 
are close to the sink, and the utmost neighbor is selected. 
During the “direct transmission phase” of LTP, the data 
packet is sent to that utmost neighbor. On the other hand, 
if this kind of neighbor cannot be found during the “search 
phase”, and the data has not arrived at the sink, 
“backtrack phase” is invoked. Then the data packet is sent 
back to the node where it came from. 

Also, node clustering of in-network processing can also 
adapt to environment conditions. In [14], node clustering is 
associated with the location of physical events. Clusters 
are bounded by the signal amplitude that is sensed by 
nodes (e.g. physical signal intensity). A threshold is given 
in advance. The node is identified to be outside the cluster 
if its sensed signal amplitude is smaller than the threshold. 
Within the cluster, the header is also elected according to 
the physical signal amplitude, and the node with the 
highest signal amplitude would win. In [16], a localization 
system is proposed. Spotlight device (localization-related 
hardware) resides at an actuator. The spotlight device 
steers a laser light to measure the location of each node, 
and then informs the node of its measurement result. In 
fact, the process can also be described as: the spotlight 
device initiates an event (a laser light emitting). After that, 
the node senses the event (the laser light hits a node), 
and generates sensory data. At last, the sensory data is 

sent back (reflection) to the spotlight device for data 
processing. Moreover, node clustering can be conducted 
based on node location. Training protocol is an innovative 
scheme for nodes clustering [13]. In WSN, two nodes are 
selected to initiate a training process. These two nodes 
would construct two cost-fields respectively, and each 
node of WSN has two cost values correspondently. Those 
two cost values can be used as location coordinates. As a 
result, nodes with “similar” coordinates are grouped 
together to form a cluster. 

Cluster is only a logical concept of a network which 
corresponds to locations. Therefore data convergence 
scheme within a cluster is obviously location related. On 
the other hand, physical events (or their physical signal 
field) are always location related. Thus, the data 
convergence can be location-related if data convergence 
associated with physical events (or their physical signal 
field) directly. In this way, nodes would be clustered 
naturally, and thus, there is no need to take care of node 
clustering any more. 

 
4. Physical signal field 

For any WSN application, an assumption is required 
that, there must be a signal emitted from the physical 
event, and we call this signal, a “sensing signal”. For 
instance, a group of people can spread in an area and act 
as sensors. Now, an object can move toward an area just 
as a physical event can emerge. Somebody may see the 
object is coming, somebody may see a black dot is 
moving, and somebody may see nothing. When the object 
goes into an area, more people can see the object clearly. 
But there are still some who are standing far away from 
the object and can not see it.  

Now, we describe the example above in another way: 
assume there is a sight field around the object; that is the 
field intensity of any point which is related to the distance 
from the point to the object. If a person (sensor) stands at 
a point that is much closer to the object, the field intensity 
is relatively high and the person will see the object clearly. 
If another person stands at a point that is a little far from 
the object, the field intensity is relatively low and the 
person will see the object vaguely. With the increase of 
distance (between the person and the object), the field 
intensity decreases, and the observed image would 
become smaller and vaguer and finally disappears. 

In general, any physical event has a field, and sensors 
would generate sensory data based on the field intensity. 
In the following discussion, we will call the field “physical 
signal field”. A physical event is always accompanied by its 
physical signal field and the physical signal field bridges 
physical event to the sensor nodes. 

 

 
 
However, it’s not necessary that the physical event 
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should always be surrounded by its physical signal field. 
Furthermore, the location where the event occurs can be 
different from where its physical signal field is located. 
Second, the physical signal fields initiated by different 
events can be overlapped. If we let the height of a 3-D 
space represent the intensity of a sensing signal, the 
shape of the physical signal field will look like mountains 
spanning among the region. 

CCS includes two programs that need to be executed 
separately and simultaneously at each node. Those two 
are written in pseudo codes by adapting the structure of C 
language. 

The first program is to identify the tag of the message. 
When a message arrives, its tag will be checked first. If the 
tag is INP, then the message will be put into the buffer; if 
not, its tag must be SR, and the message will be delivered 
to the sink based on the sink routing scheme (We assume 
that the scheme of sink routing is given). If the message is 
generated by the node itself, the message will always be 
tagged INP, and put into the buffer. The pseudo codes of 
the first program are shown below. 

The physical signal field of physical events can also be 
used for routing, just as operation of the cost-field routing. 
From the above picture, we can see that the area can be 
divided into several small pitches by valleys and saddles, 
and this can also be used for the node clustering in WSN. 
Also, this clustering scheme is adaptable to the variation 
of the field, and to the case that some nodes may die. 

 
1. if (message is generated at the node)  

Along the gradient direction of the physical signal field, 
data can be converged to these “mountain peaks”, and 
then aggregated at there. By exploiting the physical signal 
field of the physical event, overhead is avoided for the 
node clustering. In addition, this natural clustering scheme 
is more flexible and robust than any other clustering 
schemes. 

2. { add the title INP to the message 
3.  put the message into the buffer  
4. }else if (message is received from other nodes) 
5. { check the title of the message 
6.  if (the title is INP)  
7.  { put the message into the buffer  
8.  }else if (the title is SR) 

 9.  { deliver the message to sink  
5. Algorithm   } 

 } 
In general, the routing scheme of WSN can be divided 

into two parts. One is in charge of delivering data packets 
to the sink, and the other is for in-network processing. 
Corresponding to the two parts, two different tags are 
assigned to all packets (or messages). One tag is “sink 
routing” (SR); the other is “in-network processing” (INP). 
We assume that the scheme of sink routing is given (the 
sink routing can be Reverse Path Forwarding, Cost Field 
Forwarding, Geographical Forwarding, etc.). In this paper, 
only the routing scheme for in-network processing is 
discussed. 

 
The second program is used to probe its neighbors 

periodically, and then forwards INP or SR messages. 
When a predefined timer runs out, all messages in the 
buffer are aggregated. Next, we should assign tags to the 
aggregated messages. If the node is at a local peak of the 
physical signal field, the aggregated messages should be 
tagged SR, and are delivered by the given sink routing 
scheme. Otherwise, the tag should be INP, and the 
aggregated messages are sent toward the local peak 
along the gradient direction of the physical signal field. 

Gradient direction of the physical signal field can be 
employed for in-network processing by many different 
ways. For instance, the gradient direction can be used 
directly, and drive messages (or packets) converge to local 
peak of the physical signal field. The gradient direction can 
also be combined with other routing schemes. Here, two 
routing schemes are proposed for in-network processing. 
The first one is called Center Convergence Scheme (CCS), 
which routes data to local peaks of the physical signal field. 
The second one is called Linear Combination Scheme 
(LCS), in which the routing direction is derived from the 
linear superposition of two directions: gradient direction of 
the physical signal field and the gradient direction of the 
cost field. 

 
1. while (the pre-defined timer runs out)  
2. { aggregate messages in the buffer  
3.  let Val= data sensed by the sensor 
4.  probe Val of neighbor nodes 
5.  if (exist neighbor with Val larger than itself)  
6.  { title the aggregated message with INP 
7.   select the neighbor with largest Val 
8.   send the message to this neighbor 
9.  }else 
10.  { title the aggregated message with SR 
11.   deliver the message to sink  
12.  }empty the buffer 
13.  reset the timer  

  } 
5.1 Center Convergence Scheme  

5.2 Linear Combination Scheme In CCS, only gradient direction of the physical signal 
field is used for in-network processing. Whenever a 
message is generated at a node, it will be tagged by INP 
first. After that, the node probes its neighbors to find out 
who has the highest signal intensity (probing process). If 
signal intensity of the node is higher than that of all its 
neighbors, then the tag of the message should change to 
SR; otherwise, the message should be sent to the 
neighbor with the highest signal intensity. If the message 
is received from other nodes, its tag should be checked 
first: for the message with SR, the node will deliver it 
following the sink routing scheme; for the message with 
INP, a probing process is invoked just as the description 
above. In addition, buffer is defined at each node for the 
message aggregation. 

LCS is a scheme for in-network processing. In addition, 
LCS requires the scheme of sink routing to be “Cost Field 
Based Forwarding” (“GRAB”). 

So far, there are two fields over WSN: the cost field and 
the physical signal field. At each node, two gradient 
directions exist corresponding to those two fields. In LCS, 
those two gradient directions are linearly combined. The 
result of combination is used to direct local data 
convergence (of in-network processing).  

One more thing we need to be aware of is that, for the 
cost field, the minimum cost value of 0 is at sink and the 
whole field looks like a funnel. On the other hand, the 
physical signal field looks like a mountain (which is a flip of 
funnel). Here, we simply let the cost value times -1 (flip the 
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5.3 Analysis of CCS and LCS funnel over). Let the cost value be Vc and the signal 
intensity value be Vi, then its linear superposition value 
(LSV) is LSV = -αV If the given scheme of sink routing is Cost Field Based 

Forwarding, the center convergence scheme (CCS) is just 
a special case of linear combination scheme (LCS) with 
“α“ being equal to zero. In this sub-section, we will discuss 
the performance of LCS by adjusting α, β, and compare 
the performance of LCS and CCS. 

c + βVi, in which α and β are constant 
factors larger than zero. 

Similarly, when a message is generated at a node, it 
should be tagged by INP first (all messages should be 
tagged either by INP or SR). For any message with an SR 
tag, the node will deliver it to the sink by GRAB (cost field 
routing). On the other hand, for the message with an INP 
tag, a probing process will be initiated by the node. The 
probing process is almost the same as in the central 
convergence scheme (CCS) except the probing value. 
This time, the probing value (which is signal intensity in 
CCS) is substituted by the linear super-position value 
(LSV). If the node is with its LSV highest, then the tag of 
the message will change to be SR; otherwise, the INP 
message will be sent to the neighbor with the highest LSV. 

To simplify the analysis, we assume the physical signal 
field covers a circle area with radius R, where the highest 
intensity (peak) of the field is at the centre of the circle. 
The distribution of intensity is the function below: 

 V = 0,   for ρ > R;  i 

Two programs are designed to execute at each node 
separately and exchange data through the buffer. If the 
message is with INP tag, then it will be put into buffer; if its 
tag is SR, then the message will be delivered to the sink. 
The message generated by the node, will always be 
tagged by INP first, and then put into the buffer. The first 
program is the same as that of center convergence 
scheme (CCS). 

 
1. if (message is generated at the node)  
2. { attach INP tag to the message 
3.  put the message into the buffer  
4. }else if (message is received from other nodes) 
5. { check the tag of the message 
6.  if (the tag is INP)  
7.  { put the message into the buffer 
8.  }else if (the tag is SR) 
9.  { send to the sink by cost field routing 
  }  
 } 
 
The second program is in charge of probing control and 

aggregation control. In addition, a timer is defined to 
synchronize the entire process. When the timer runs out, 
all messages in the buffer are aggregated, and the outputs 
are temporarily tagged with INP. Next, the probing process 
is initiated. If the node is with the LSV highest among its 
neighbors, those aggregated messages (which are 
temporarily tagged INP) change their tag to SR, and are 
delivered, based on the cost field forwarding (GRAB). 
Otherwise, those aggregated messages are sent to the 
neighbor with the highest LSV.  

 
1. LSV = -∞ 
2. if (Vi exists) calculate LSV = -αVc + βVi
3. while (the timer is run out )  
4. { aggregate all messages in the buffer 
5.  probe LSV of neighbor nodes 
6.  if (exist a neighbor with larger LSV)  
7.  { tag the aggregated messages with INP 
8.   select the neighbor with largest LSV 
9.   send the aggregated message to 
10.  }else  
11.  { tag the aggregated messages with SR 
12.   send the aggregated messages  
   toward sink by cost field routing  
13.  }empty the buffer 
14.  reset the timer  
 } 
 

 Vi = c /ρ2,  for R ≥ ρ ≥ ε;  1
2 V = c /ε ,  for ε > ρ > 0. i 1

in which, ρ is the distance to the field center; c1 and ε 
are constant larger than zero. 

 
2ε

  2R

D 

R Point A 

 
 
The distance from the sink to the centre of the physical 

signal field is D, D > R. For each node, the cost value Vc= 
c *d, in which d is the distance to the sink, and c2 2 is a 
constant, c >0.  2

New 

cluster 

boundary 

 
 
Even through the two fields are linearly combined, the 

non-linear property of the physical signal field causes the 
nodes (inside the physical signal field) to separate into two 
parts, as shown in the figure below. 

 

βVi -αVc 

Val 

New cluster 

boundary 

 
 
It’s obvious that the maximum value of LSV (inside the 

physical signal field) should be on the straight line from 
sink to the field center. Along the line, let ρ still be the 
distance to the center, and then we have, 

LSV = -α c (D- ρ) + β c / ρ2
2 1
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The derivative of LSV is 
LSV′ = α c2-2βc /ρ3 = 0 1  ρ3 = 2βc1/(αc2)    …(A) 

o, the new cluster boundary is at ρ=(2βc1/αc2) . In 
fa

cost of in-network processing. 
Tw

 

 πR3·2/3   

…
n the convergent point is at point A 

ρρ  

                          …(C) 

H

 we have the 
ra

is above, the domain of β/α is given. 
H

6. Simulation 
 with other schemes, our scheme can 

cl

 region, nodes are settled on a uniform 
sq

lin

 
1/3S

ct, the new cluster boundary doesn’t simply divide the 
physical signal field into two small parts. In the case that 
several adjacent physical fields exist, the new cluster 
boundary introduces a new clustering scheme which is 
shown in the figure above. (In CCS, the boundary of the 
physical signal field is also the boundary of node 
clustering.) In addition, the relative position of the 
convergent point changes according to the changes of the 
new boundary. From the figure above, the new boundary 
moves toward the center (or convergent point). This can 
also be described as the convergent point moves toward 
the new cluster boundary.  

Next, let’s investigate the 
o cases are considered: the convergent point is at the 

center of the physical signal field; and the convergent 
point is at point A (the point inside the physical signal field 
which is nearest the sink). To make it simple, we calculate 
the cost in the continuous situation (in which nodes are 
distributed among the region continuously; each node 
generates a message; and the energy cost of each 
message delivery equals the distance that the message 
travels). In addition, messages would not be aggregated 
along its way until they reach to convergent point. 

 

 
When convergent point is at the field center

Cost at center= ρρρ d2π
R
∫ ⋅  =0      

k exists except a bunch of isolated nodes. Let “E” be the 
energy cost of each hop transmission per message, and 
the data are only aggregated at the field peak. The entire 
energy consumption of in-network processing should be 

(B) 
Whe

=

Cost at point A = ∫ ⋅
2R

2R/(arccos[2 ρρ
0

d)]

 =80R3/9      
which is about 4 times larger than the cost at the center. 

owever, the distance from point A to the sink is smaller 
than the distance from the field center, and thus there is a 
trade-off on the convergent point selection.  

By the equation ρ3 = 2βc1/αc2, and ε≤ρ≤R,
nge of β/α, that is c2ε3/(2c1) ≤ β/α ≤ c2R3/(2c1). If β/α 

>c2R3/(2c1), messages converge to the peak of the 
physical signal field, and the cluster boundary is the same 
as the field boundary (the same as CCS). If the physical 
signal field is isolated from the others. That is, when β/α < 
c2ε3/(2c1), all messages of the physical signal field 
converge to “point A”. When several physical signal fields 
are adjacent to each other and β/α <c2ε3/(2c1)), all those 
physical fields are welded into a larger field, and 
messages converge to “point A” of this new field. If several 
physical signal fields are adjacent to each other, and 
c2ε3/(2c1) ≤ β/α ≤ c2R3/(2c1), nodes will be clustered by the 
new boundary rather than by the natural boundary of the 
physical signal fields. 

Based on the analys
owever, we still need to be aware that there are many 

assumptions we have proposed for the analysis. Thus, in 
practice, the domain of β/α should only be regarded as a 
reference rather than a rule. 

 

 
Fig. 1. Sensors on uniform square 

In comparison
uster nodes with zero overhead. In addition, the routing 

paths within a cluster are constructed naturally. 
Furthermore, the scheme is robust even if some nodes 
may die, it can also adapt to the variations of the physical 
signal field.  

Within the
uare grid, with the grid spacing “d”. The transmission 

radius of each node is “r”. The physical signal field covers 
a round area with radius “R”. The peak of the field is at the 
center. (Assume only one peak exists in the field.) 

Of course, “r” should be larger than “d”, otherwise no 

⎣ ⎦
⋅⋅⋅⋅−−⋅

rR
2222 Eid1]r)1()r iiπ  ∑

=1
[(

i

⎣ ⎦ ⎡ ⎤ ErRd1)rrRR( 2222 ⋅⋅⋅⋅−+π  

= ⎡ ⎤ ⎣ ⎦ ⎣ ⎦
⎭
⎬
⎫

⎩
⎨
⎧ −−⋅⋅⋅ 2222

2
rR

3
1rR

6
1rRrRrE

d
1π …(D) 

in which ⎡R/r⎤ denotes the ceiling of R/r; ⎣R/r⎦ denotes 
th

ortion to the 
no

0m). 
Se

e floor of R/r, and the node density is 1/d2. 
From (D), the energy cost is in direct prop
de density. If R<r, the energy cost of in-network routing 

equals to πER2/d2. When some nodes die and the node 
density decreases, d would increase (Anyway, the upper 
bound of d is r). If d is equal to r, then the energy cost is 
πE⎡R/r⎤{R2/r2-(1/6)⎣R/r⎦-(1/3) ⎣R/r⎦2}. In fact, the same 
results can be drawn when sensor nodes are scattered 
among the area randomly with a uniform distribution. 

The simulation runs over a square area (400m X 40
nsor nodes are arranged on a uniform square grid. d 

can be 12m, 16m or 20m separately. Let transmission 
radius r of each node be 25m. The radius of the physical 
field R varies from 10m to 100m (the peak of the field is at 
the center). As shown in figure 2, three curves 
(corresponding to d=12; d=16; d=20) overlap together. 
Immediately, the overlap means that the entire cost 
divided by node density (cost*d2) is independent from d. 
In fact, the overlap also infers that the cost is in direct 
proportion to the node density (note: the same result we 
have drawn from our analysis). 
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Fig. 2. In-network processing cost I Fig. 4. Cost vs. offset 

  
Fig. 3. In-network processing cost II Fig. 5. Normalized cost vs. offset 

The entire cost increases sharply when R/r is large. In 
general, R is determined by the physical event, thus, we 
can only change r to adjust energy cost. However, the 
variation of r also causes the variation of E (cost of each 
transmission per message), so there exist an optimal r to 
minimize the entire cost of in-network processing, 
corresponding to a particular R. 

Anyway, based on the calculation result of the cost 
(expression B and C), normalized cost would always be 
less than 40/(3π) no matter how much R or offset is. 
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From figure 3, the average cost (cost/R2) rises with the 
increment of R/r and the increment of node density (1/d2). 
In fact, we can also draw same conclusions from the 
expression (D). As r is fixed, the total cost is a value with 
the order O(R3). Thus, the average cost (cost/R2) should 
be with the order O(R), which is roughly in direct 
proportion to R/r. From expression (D), it is obvious that 
the average cost (cost/R2) is in direct proportion to the 
node density (1/d2). 

 To investigate the performance of linear combination 
scheme (LCS), let r = 25m, and R = 50m. In addition, let 
the convergent point move from the field center to the field 
boundary (offset increasing) to imitate the variation of β/α. 
As shown in figure 4, all 3 curves are close to each other 
(just as the case that they overlap in figure 2). Roughly, we 
can say: with the convergent point moving toward the field 
boundary (or offset increasing), the average cost of in-
network processing (cost·d

Fig. 6. Concave hole in WSN 

When some nodes die, a hole may emerge in WSN, as 
shown in figure 6. For the hole with a convex boundary, 
our schemes could make packets detour the hole during 
in-network processing. Even for some holes with a 
concave boundary that can not be detoured, the cluster 
will break up into 2 or more new small clusters, and the 
data will converge to their local peaks. In figure 6, besides 
the peak of the physical signal field, sensor P will act as a 
new local peak. All nodes inside the field are split into two 
clusters. 

2) increases.  
In figure 5, d is 12m. The cost of in-network processing 

is normalized by the cost when offset is 0. From figure 5, 
the normalized cost is in direct proportion to the offset. 
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In fact, concave holes are very common in WSN, and 
can prevent the cluster from being too big, even through 
the physical signal field (R) is big. 

 
7. Future work 

In conclusion, our schemes are robust and reliable. 
However, there are still two cases which, we need to 
discuss them further. The first is, when several neighbor 
nodes have the same intensity value of the physical signal 
field. In other words, the physical signal field is flat over 
the area of those nodes. In such case, we should 
introduce an idling scheme to let some of those nodes to 
sleep. The second case is that one cluster covers extra 
large area and too many sensor nodes are included, just 
as we analyzed before, the performance of the scheme 
may get worse (concave holes are not a definite solution).  

In LCS, we adopt a cost-field routing scheme for each 
sensor forwarding data to the sink. Each sensor node has 
two scale values. One is the cost value to the sink, and the 
other is the intensity value of the physical signal field. 
Those two values can also be used as coordinates of each 
sensor. In this way, sensor nodes can be divided into 
several clusters according to their coordinates. 
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