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Abstract  In the current life, the Internet is playing a key role in transferring diverse information. As the 
performance of the Internet has been growing, transferred information has the form of multimedia streams such as 
video and audio. However, in current computing and internet environment, multimedia streaming service can't be 
accomplished smoothly due to the various factors such as internet bandwidth, computing power and so on. In this 
paper, we are proposing an efficient system, called SMART (Server for Multimedia Applications for Residence 
community) including hardware and software in terms of the design concept and system architecture for the 
multimedia streaming service. We also present the implementation result for the system.
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1. Introduction 
As computers and high speed networks have been 

popularized, the Internet becomes a main means of 
transferring information over the world in our lives. As the 
communication networks to home will be upgraded to 10 ~ 
100Mbps bandwidth level in the near future, high quality 
multimedia services such as internet broadcast, remote 
medical services and internet video services will be more 
generalized [1]. For example, a FTTH (Fibre To The 
Home) village is planned to be constructed in Korea. 
Those high quality multimedia services require a system 
that can handle the multimedia streaming service over 
network fast.  

In general, networking operation has high cost in 
computer system in that it requires several data copies 
from one place to another and processing steps whenever 
data passes from one protocol layer to another [2][3].  In 
order to provide efficient multimedia streaming service 
over the network, we need to minimize the cost of 
networking operation. Also, service providers should 
deliver multimedia contents to end users with stability and 
efficiency over network in real time [4][5][6][7]. As service 
requests are increased, the traffic of a back-bone network 
increases, and as a result, the construction cost for the 
back-bone network increases. This problem should also 
be resolved. 

In this paper, we are proposing an efficient system 
including hardware and software in terms of the design 
concept and system architecture for the multimedia 
streaming service. We also present the result of the 
implementation and performance evaluation for the 
system. 

 
2. Design Concepts and Goals 
2.1 Design Concepts 

The proposed system is a system specialized to 
internet-based multimedia streaming services with high-
performance communication infrastructure. In order to 

provide high quality multimedia streaming service, high 
network bandwidth is required. Also, efficient management 
of infrastructure and distribution of service requests are 
required to reduce back-bone traffic and server loads  

Our system hierarchically distinguishes the services into 
global and local services that are processed separately to 
use network bandwidth efficiently. A global server is a 
computer system that provides overall multimedia 
contents and located at Internet Data Center (IDC), e-
government and so on. While a local server is a computer 
that provides multimedia streaming services for local 
communities such as apartments, companies, universities 
that are based on local networks. It transparently 
communicates with a global server. The global server 
should be designed to provide various functionalities for 
contents service and to guarantee high scalability as well 
as high availability. And, the local server should provide 
not only single-node server solution to achieve cost-
effectiveness and high-performance but also multiple-node 
cluster server solution to build scalable and high available 
system. 

 
2.2 Design Goals 

As first phase, before overall system including the 
global server is designed, we are focusing at local server 
solution.  Therefore, in this paper, we use the term 
"server" for a local server. In this case, the role of the 
global server as contents provider must be simulated. For 
this role, we will introduce FSN (Files Server Node) node 
in our system infrastructure. In order to satisfy the 
requirements described at section 2.1, the server has 
following design goals.  
 
 The server supports up to 200 clients and provides 

up to 4 Gbps of concurrent streams, which is 
equivalent to MPEG streaming service with the bit 
rate of 20 Mbps. 

 The server provides not only clustering solution to 
build scalable and high available system but also 
efficient content placement mechanism for distributed 
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local servers in a cluster without shared storage. 

 The server provides an efficient content distribution 
mechanism for storing the right content at the right 
time. 

 The server provides an optimized multimedia file 
system.  

 
In order to satisfy these goals, the server should be 

designed to improve performance in storage including 
efficient multimedia file system and networking system. 
Also it should support efficient clustering and content 
distribution features. In storage and file systems, it is 
needed to support continuous disk access at high speed. 
In networking systems, stream data stored at disks should 
be delivered to clients through the network in a zero-copy 
fashion. In clustering solution, the server should provide 
single system image for the cluster and efficient load 
balancing features between participating local servers. 
And, in content distribution solution, the server should 
provide an efficient content distribution mechanism from 
FSN to local servers. 

 
2.3 Design Issues 

In general, normal computer has high level of CPU 
utilization for networking operations with gigabit level. The 
reason is that complicated communication protocols are 
handled in host CPUs. Therefore, using a separate 
processor for handling networking operations in offload 
fashion will be useful [2][3]. Another reason of degradation 
of system performance for multimedia streaming services 
is several data transfers and copy operations in disk-to-
network path. These several copy operations are the main 
performance bottlenecks [3]. Therefore, several data copy 
avoidance architectures such as integrated layer 
processing [4] and direct I/O to eliminate memory-to-
memory data copy are suggested trying to minimize data 
transfers and copy operations. We will design a special 
PCI card that integrates SCSI controller, TOE engine and 
Memory module in order to reduce CPU utilization and 
copy operations. 

In addition, because large volume of data storage is 
needed for multimedia streaming services, it is also 
required to use striping technique such as RAID 
(Redundant Array of Inexpensive Disks) for fast disk 
reading speed [3]. The size of a streaming data is 
relatively large and the access pattern has continuous 
form. So, handling streaming data requires developing a 
multimedia file system that can consider the 
characteristics of continuous form and large size of 
streaming data. 

According to design goals, a local server is designed to 
support up to 200 concurrent streams with 20 Mbps bit 
rate. The regional community where proposed system 
provides multimedia streaming services has several range 
of concurrent user size. From this, the server should 
support scalable solution. General scalable solution is 
clustering technique. There are several clustering related 
works [8][9][10]. The proposed server has two-level cluster 
architecture in that the cluster consists of several server 
nodes and each server node can have several NS cards 
which will be described at section 3.1. Also it is formed like 
shared nothing architecture between server nodes, and in 
turn between NS storages of each server node. The 
clustering solution should support these shared nothing 
and two level features. 

Even though the server provides large capacity of 

storage, all of the multimedia contents to be serviced 
cannot be stored at the server. As described at section 2.1, 
the global server plays the role as contents provider. It is 
important to store the right content in the right place at the 
right time to satisfy client's requests. Also, when a 
requested content is not locally available, it should be 
obtained from the global server or the FSN node as fast 
and reliably as possible. In order to support these 
requirements, the server should provide an efficient 
content distribution mechanism. 

 
3. System Architecture 

In this section, we present the design and 
implementation of a streaming server, called Server for 
Multimedia Applications for Residence communiTy 
(SMART). The proposed server is a system specialized to 
Internet-based multimedia streaming services with high-
performance communication infrastructure. In order to 
provide high quality multimedia streaming services, high 
network bandwidth is required. Also, efficient management 
of infrastructure and distribution of service requests are 
required to reduce back-bone traffic and server loads 
respectively. 
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Fig. 1. Service Model of NGIS  

Fig. 1 shows the service diagram of the system. Our 
system hierarchically distinguishes services into global 
and local services that are processed separately to use 
network bandwidth efficiently. A global server is a 
computer system that provides overall multimedia 
contents and located at Internet Data Center (IDC), e-
government and so on. While a local server is a computer 
that provides multimedia streaming services for local 
communities such as apartments, companies, universities 
that are based on local networks. It transparently 
communicates with a global server. The global server 
should be designed to provide various functionalities for 
contents service and to guarantee high scalability as well 
as high availability. And the local server should provide not 
only single-node solution to achieve cost-effectiveness 
and high-performance but also multiple-node cluster 
server solution to build scalable and high available system. 

 
3.1 Hardware Configuration[11][12] 

SMART provides not only multiple node cluster server 
solution to build a scalable and highly available local 
server but also single node server solution to achieve a 
cost-effective and high performance local server. And it  
has one or two processors, a system memory, a memory 
controller hub (or bridge), an I/O controller hub, several 
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PCI/PCI-X controller hubs, a local hard disk. For efficient 
storage, retrieval, and transmission of large amount of 
video data, the server employs a new H/W device called 
Network/Storage card, or NS card for short. NS card 
includes both a disk storage interface and two Gigabit 
Ethernet interface all together. It also includes a buffer 
memory (PMEM: PCI Memory) to temporarily store the 
retrieved video data to be transmitted and TOE (TCP/IP 
Offload Engine). 
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Fig. 2. Architecture of the NS Card’s Hardware (a) and 

Software (b) unit 

NS card is devised to rectify some limitations of existing 
file I/O for networked multimedia, such as unnecessary 
data copying, lack of guaranteed storage access and 
overhead of network protocol processing. 

Each NS card has unique IP address like a server, so 
the single server with several NS cards do works like a 
traditional cluster system; i.e., the performance of a cluster 
system with 3 different servers might possibly be the same 
as that of a single server with 3 NS cards, in brief. So, if 
we use NS card, we can configure a low cost system. 

Also, NS card can support high speed disk I/O and send 
to network compared with general system as following 
reasons: 

 
Zero-Copy. Generally, from initially designed computer 

to now, the computers of von Neumann model are used. 
This model has many internal data copies between kernel 
memory and user memory when a computer reads data 
from disk and sends it to network. It is useful to general 
usage, but it is not inevitable for dedicated streaming 
service. So, we remove this additional overhead. Fig. 3 
and Fig. 4 show the difference of data flow with zero-copy 
and without it. 

 
Large Block Size. General Linux system use a small 

block size compared with multimedia files. The block size 
of Linux is 1Kbytes ~ 4Kbytes. NS card support a large 
block size such as 128Kbytes, 256Kbytes, 512Kbytes, 
1Mbytes and 2Mbytes. 

 
Block Split. When a user request a block, NS card split 

this block into n-small partitions. Here the value of the n is 
the same with the number of disks connected to NS card. 
It is similar operation to S/W striping in RAID. So, NS card 
can access to disk with parallel among disks. 

 
Pipelined I/O. When NS card read data from multiple 

disks, the waiting time exists because of different disk 

performance. So, in the worst case, the read speed 
depends on the latest disk. NS card driver don’t wait the 
whole I/O complete. As soon as a small partition I/O is 
completed from a disk, NS card read the next partition at 
the disk. As this pipelined I/O, all disks operate non-
blocking I/O. 
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Fig. 3. Data flow of general TCP/IP transmission 
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Fig. 4. Data flow of zero-copy 

3.2 EXT3NS file system[13] 

For high-performance multimedia streaming services, 
we need a multimedia file system that can utilize the 
facilities of the NS card and supports large volume of data. 
Initially, we developed dedicated file system to support NS 
card. But it has inter-operability problem, so we have 
developed new multimedia file system with general 
interface like ext3 file system. The new file system is 
called EXT3NS file system. EXT3NS provides applications 
with the standard read and write system call interfaces to 
use NS card. And in addition to fast-path I/O operation 
with NS card, legacy buffered I/O is support as well. 
Metadata is stored and accessed on a 4KB basis, but the 
unit of allocation for data blocks depends on the 
configuration NS card.EXT3NS manage NS. So, EXT3NS 
support a large data block size (128K ~ 2MB). 

The EXT3NS is a file system built on top of NS card. It 
enables applications to access fast-path I/O of NS card via 
standard read and write system call interfaces. It provides 
legacy VFS layer interface for existing file system related 
applications as well. The file system can easily 
accommodate large block size defined by disk striping 
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driver of NS card. It has a disk layout to efficiently store 
large numbers of multimedia files as well.  
Fig. 5 describes the location of EXT3NS file system in the 
Linux kernel and how it interacts with the kernel. When the 
application read data from disk via read system call, 
EXT3NS determines whether it is read operation to PMEM 
area of NS card or to the system main memory using the 
argument value of user buffer address. If it is to PMEM 
area, EXT3NS performs the fast path I/O by using NS 
device driver. If it is to main memory, EXT3NS performs 
the legacy page cache I/O. In case of legacy page cache 
I/O, EXT3NS just read from disk to main memory by 
calling generic read function provided by the memory 
management module of Linux kernel. In this case, 
requested data block is read from disk to the page cache 
of Linux kernel through the system PCI bus and copied to 
the user buffer. Data in page cache can be reused if 
request for the same data occurs in the near feature. In 
case of SDA fast-path I/O, EXT3NS calls the read method 
of SDA device driver. At this time, requested disk block is 
read to the PMEM block of NS card. Data path of this 
operation only includes local PCI bus of NS card 
connecting SDA disk array and PMEM, which does not 
use system’s main PCI bus. From the viewpoint of overall 
system it could be called as true zero-copy operation, 
because it does not include memory-to-memory copy and 
does not use the bus cycle of main PCI bus.  

 
Fig. 5. EXT3NS file system in Linux Kernel 

The biggest obstacle for EXT3NS in coexisting with 
other file systems under the VFS layer is that disk block 
size of SDA is much larger than that of generic block 
devices. x86 architectures allows only 512, 1024, 2048 
and 4096 bytes as block size, whereas block size 
permitted by SDA driver is from 128Kbytes to 2Mbytes. So 
a solution must be made to handle this discrepancy 
problem properly. We solve it as follows. Metadata is 
stored and accessed on a 4KB basis. There are six kinds 
of metadata in EXT3: superblocks, group block descriptors, 
inodes, blocks used for indirect addressing, data bitmap 
blocks, and inode bitmaps blocks. They are allocated in 
4KB unit and accessed via a buffer cache. This can be 
easily accomplished due to the fact that most of metadata 
reside in the head of EXT3NS partition and are kept 
strictly apart from the data and is collected in a separate 
structure for each file. For six metadata, indirect block 
must be taken special care since it resides in the data 
block area, not in the metadata block area. The unit of 
allocation for data blocks depends on the configuration of 
SDA driver. When reading and writing data blocks, 
applications can use either buffered read/write or fast-path 
read/write. Buffered read/write is the same as the existing 
mechanism using main memory cache. On the other hand, 

fast-path I/O utilizes PMEM as a buffer when reading and 
writing SDA device. 

 
3.3 Media Streaming Engine 

This module can do streaming service. It uses RTSP 
(Real-Time Streaming Protocol) as a control protocol 
between streaming server and clients, and can select a 
data transmission protocol among UDP, TCP, and RTP 
(Real Time Protocol). The server is divided in to main 
process and several NS processes. The main process has 
responsibility to control all of connections to the streaming 
server and a NS process is generated respected to each 
NS card of SMART system. Each NS process includes 
streaming data plane and several services. 
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As shown in Fig. 6, a media streaming engine consists 
of a main process (hereafter “MP”) and an NS process 
(hereafter “NP”) which number is the same as number of 
NS card, for example 4, in given figure. An RtspDaemon 
thread of the media streaming engine creates an 
RtspThreadController thread which controls the creation 
and assignment of an RtspStack thread and has a FIFO 
which keeps a great number of RTSP connections. The 
RtspThreadController thread also passed a RTSP 
connection to the RtspStack thread through PIPE. The 
RtspStack thread manages maximum number of RTSP 
connections, manipulates RTSP messages and stores it to 
the specific shared memory area. 

If a recvIPCNSSharedMemory thread in specific NP 
receives a RTSP request, it is added by a session 
manager to the session manager’s map table. The session 
manager gets information of content ID(cid), content file 
name, for example /ns0/mpeg_ts.mpg in NS card 0, 
streaming type like MPEG-1/2/4, H.264 and suitable bit 
rate in metadata DB table and loads a suitable service 
library. The service library creates a sender instance with 
protocol type like RTP/UDP/TCP and use a specific NS 
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card. The service thread reads a content file, sends 
through an NS card at the rate of given bitrate. 

 
3.4 Content Distribution 

Even though the server provides large capacity of 
storage, all of the multimedia contents to be serviced 
cannot be stored at the server. Also, if services are 
processed globally, the traffic of the global network 
infrastructure increases. This increased traffic makes the 
service to be unreliable or unavailable. To resolve this 
problem, a service provider generally adopts a CDN 
(Content Delivery Network) technique that locates many 
local servers or cache servers at various specific regional 
areas. In a CDN infrastructure, multimedia streaming 
services are provided with end users through a nearest 
local server [4][6][7].  

As described at Section 3, the global server plays the 
role as contents provider, and we introduce the FSN (Files 
Server Node) node concept for replacing the global server. 

It is important to store the right content in the right place 
at the right time to satisfy client's requests. Also, when a 
requested content is not locally available, it should be 
obtained from the FSN node as fast and reliably as 
possible. In order to support these requirements, the 
server should provide an efficient content distribution 
mechanism. The more the server caches streaming media, 
the more the server can provide services to users. Our 
server system also adopts prefix caching mechanism for 
making more services to be available on the spot.  

The content distribution software provides following 
features for versatile transfer and distribution methods, 
and content usage monitoring. 

 
Content Transfer. The content distribution unit transfers 

content from the CSN node to a local server. The content 
transfer job can be executed at promptly (On-Demand 
Transfer) or at delayed scheduled time (Scheduled 
Transfer). If a transfer job is scheduled job, the 
administrator can also modify or delete the scheduled job. 
 

Preloading and Prefix Caching. The content 
distribution unit provides a mechanism to preload contents 
from the CSN prior to service requests by using either on-
demand or scheduled transfer. For better chance of 
meeting user requests, it is desired to store as large 
number of contents as possible. This is a major reason of 
prefix caching. The content distribution unit also supports 
preloading with prefix size. 

 
Dynamic Loading. When content is requested to be 

serviced and if the content is not available completely, the 
content distribution unit transfers the content dynamically. 

 
Content Purge. When a content transfer job is 

activated and if the storage has no space to store the 
content to be transferred, the transfer job will be failed. For 
preventing this situation, the content distribution unit 
prepares needed storage space in advance by purging 
some contents existed in the storage. 

 
Content Storage Management. For determining the 

necessity of purge operation, the content distribution unit 
should know the status of storage. 

 
Content Usage Monitoring. Selection of appropriate 

contents to cache at the server can affect the cache 

utilization and thus service performance. The unit should 
provide information about usage of contents. 

 
Clustering Support. In order to response to user 

requests fast and correctly without creating unwanted 
delays, the server should be hosted on a cluster consisting 
of multiple streaming servers. Actually, the clustering 
technique is widely recognized to be a viable solution to 
build a scalable high-performance server system. With 
related to clustering solution, the clustering unit should 
distribute all incoming service requests efficiently across 
the multiple streaming server nodes in the cluster 
environment. Also, it should place contents effectively 
across the multiple streaming server nodes for efficient 
and balanced resource consumption. 
 
3.5 Service Scenario 

For the streaming service, we first need to install the 
content such as MPEG-2, MPEG-4 and H.264 in advance. 
During the install step, the system makes the auxiliary files 
for fast forward, fast rewind. And it also makes metadata 
for the content. Our cluster-based streaming server 
consists of a file server for installation and several 
streaming servers. We choose the dispatcher server 
among the streaming servers. Each streaming server has 
several (1-4) NS cards. The step of streaming is presented 
in Fig. 7. 

 

Fig. 7. Steps of Streaming Service 
 

A user can select the content from the web site. When 
the user selects the content, the information of the content 
is transmitted to the dispatcher. The dispatcher finds the 
information of an optimal server and NS card from the 
metadata tables, and sends the information to the user. 
This dispatcher chooses the NS card according to the 
system load. The user connects to the NS card, and then, 
the NS card sends the data to the user.  

 
3.6 Applicable Areas 

We consider two kinds of area as follows to the 
applicable field of SMART. In these fields, it certainly 
needs the high performance streaming server. First is the 
server for IPTV service. Second is the server for Cable 
service.  

For IPTV service, the server must support a unicast for 
VoD and multicast for internet broadcasting. In the current 
internet infrastructure, the perfect multicast streaming 
service is impossible because all of routers can not 
support multicast protocol. But, in Korea, the company for 
internet infrastructure, such as KT, Dacom, Hanaro, can 
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do it in their internet infrastructure.  

 

 

Fig. 8 IP TV Model 

In Cable service field, it needs many kinds of 
equipments like Fig. 9. In left rectangle, there are a few of 
equipments of Content Provider. These equipments create 
new contents for service, and distribute them to local cable 
service companies in middle rectangle area in Fig. 9. 
SMART can be located in here. Local cable service 
companies support real streaming service to the client in 
right rectangle in Fig.9. 
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4. Implementation Results and Performance 
Evaluations 

In this section, we will show the SMART and the 
performance for the normal content. 

 

Fig. 10. The Feature of SMART 

There are two models in SMART system. Those are 
compact and standard model. Compact model can store 
more contents and support more NS cards than compact 
model. Fig. 10 shows the standard model.  

Each NS card has PCI card, PCI-to-PCI bridge, several 
disks, PMEM, TOE and two gigabit Ethernet ports. NS 
card is shown in also. 

 

Fig. 11. NS (Network / Storage) Card 

From Fig. 12 to Fig. 21 show the disk I/O performance 
of our system. Our system is optimal for multimedia data 
using large block size. So we compare with EXT3[16], 
XFS[17] and our EXT3NS file system.  

To measure the performances, we make 2 volumes with 
four 15K rpm disks(total disks are 8). There are 32 files in 
that volumes and each file size is 8GB. All files are 
allocated sequentially.  

 
Random Read (blk s ize = 128K)

0

20

40

60

80

100

120

1 2 4 8 16 32 64 128 256

#of threads

S
p

e
e
d

(M
B

/s
)

ext3+raid0

xfs+raid0

ext3ns

 

Fig. 12 Random I/O Speed (Block Size = 128KB) 
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Fig. 13. Sequential I/O Speed (Block Size = 128KB) 

 
In random I/O, our system has best performance than 

other systems. But in sequential I/O, in case of less-
threads, EXT3 and XFS is better than our system. We 
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think that it is due to read ahead operation.  

As the concurrent user increases, the access pattern to 
disks is similar with random access. So, the performance 
in the random access is more important than sequential 
access in the area of streaming service. EXT3NS has 
good performance at many users than other file system. 

And as compared with changing the block size, SMART 
has best performance in large block size such as 512KB 
or 1MB.  
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Fig. 14 Random I/O Speed (Block Size = 256KB) 
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Fig. 15 Sequential I/O Speed (Block Size = 256KB) 
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Fig. 16. Random I/O Speed (Block Size = 512KB) 
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Fig. 17. Sequential I/O Speed (Block Size = 512KB) 
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Fig. 18 Random I/O Speed (Block Size = 1MB) 
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Fig. 19 Sequential I/O Speed (Block Size = 1MB) 
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Fig. 20. Random I/O Speed (Block Size = 2MB) 
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Fig. 21. Sequential I/O Speed (Block Size = 2MB) 

Fig. 22 and Fig. 23 show the CPU loads of each system. 
The more concurrent users, the more CPU load of EXT3 
and XFS. But, in case of EXT3NS, the CPU load is only a 
little. So, SMART can support more sessions for 
multimedia streaming. 
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Fig. 22. CPU loads at random I/O 
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Fig. 23. CPU loads at sequential I/O  

From Fig. 24 to Fig. 27 show the streaming performance 
with NS card and that without NS card. We used the 
MPEG-2 contents of 4Mbps and 10Mbps for performance 
evaluation. In the case without NS card, we used general 
NIC that has two 1GB network ports. As shown in the 
figure, when we use NS card, the maximum user count is 
bigger than without NS card due to CPU and network load. 
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Fig. 24. Streaming Performance(4Mbps, 2-Gigabit port) 
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Fig. 25. Streaming Performance(4Mbps, 4-Gigabit port) 
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Fig. 26. Streaming Performance(10Mbps, 2-Gigabit Port) 
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Fig. 27. . Streaming Performance(10Mbps, 4-Gigabit Port) 

 8 



International Journal of Smart Home 

Vol. 1, No. 1, January, 2007 

 

 
5. Conclusion 

In this paper, we are proposing an efficient system for 
multimedia streaming services in terms of the design 
concepts, the characteristics and the system architecture 
including hardware and software. When designing the 
system, we had to consider the design goals and several 
design issues. The design issues for the system are the 
CPU utilization, zero-copy, disk throughput, multimedia file 
system, clustering solution and content distribution. 
Therefore, we used special hardware(NS card), special 
multimedia file system(EXT3NS), clustering solution and 
efficient content distribution mechanism.  

We measured the performance on various situations 
and got desirable results. But, more refinement on the 
system for multimedia streaming services is required to 
enhance the overall performance and stability of system. 
Specially, we have modified our system to support the 
Fibre Channel model. SMART can not share among other 
volumes in the same node. So, we operated SMART with 
replication or dynamic loading in real time. After modifying, 
SMART is able to share the whole volumes within same 
cluster. 

Furthermore, in order to provide total solution for 
multimedia streaming services, we have to design and 
implement the global server. 

 
References 

[1] Korea National Computerization Agency, Ministry 
of Information and Communication: 2002 
Korea Internet White Paper (2002) 

[2] Adaptec Company: Advantages of a TCP/IP 
offload ASIC. White paper 

[3] Thomas Plagemann, Vera Goebel, Pal Halvorsen 
and Otto Anshus: Operating System Support 
for Multimedia Systems. The computer 
Communication Journal, Elsevier, Vol. 23, No. 3 
(2000) 267-289 

[4] Kasenna: Video Content Distribution: A 
Hybrid DCS/Caching Architecture for Broadband 
Video. White paper 

[5] Subhabrata Sen, Jennifer Rexford, and Donald 
F. Towsley: Proxy Prefix Caching for 
Multimedia Streams. In Proc. of INFOCOM (1999) 
1310-1319 

[6] Stardust: Content Networking and Edge 
Services: Leveraging the Internet for Profit. White 
paper 

[7] HCL Technologies: Content Delivery Networks: 
An Architectural Overview. White paper 

[8] Gregory F. Pfister: In Search of Clusters, 
Prentice Hall PTR (1998) 

[9] T. Schroeder, S. Goddard, and B. 
Ramamurthy: Scalable Web Server Clustering 
Technologies. IEEE Network, 14(3) (2000) 38-45 

[10] Wensong Zhang: Linux Virtual Server for 
Scalable Network Services. In Proc. of the Ottawa 
Linux Symposium (2000) 

[11] “Next Generation Internet Server Requirement 
Specifications V1.0", ETRI, 2002 

[12] “Next Generation Internet Server Design 
Specification V1.0”, ETRI, 2002 

[13] “Media Server Development Report for Digital Cable 
Broadcast V1.0”, ETRI, 2005 

[14] Seok Soo Kim, Minseong Ju and Dae Joon Hwang, 
“An Algorithm for Formation and Confirmation of 
Password for Paid members on the Internet-based 
Telemedicine," Springer, LNCS 2105, pp. 334-340, 
June 2001. 

[15] M.B. Abbott and L.L. Peterson: Increasing 
network throughput by integrating protocol 
layers. IEEE/ACM Transactions on Networking, Vol. 
1, No. 5 (1993) 600-610 

[16] Michael K. Johnson, “White paper : Red Hat’s New 
Journaling File System : ext3”, 
http://www.redhat.com/support/wpapers/redhat/ext3”, 
2001 

[17] “XFS : A high-performance journaling filesystem”, 
http://oss.sgi.com/projects/xfs/ 

 
 
 

 9

http://www.redhat.com/support/wpapers/redhat/ext3
http://oss.sgi.com/projects/xfs/


International Journal of Smart Home 

Vol. 1, No. 1, January, 2007 

 
 

Authors 

 
Yuhyeon Bak 

 
Received the B.S. and M.S. degrees 
in computer science from Pusan 
National University, Korea, 1996 and 
1998. Since 1998, he has been 
working toward the Ph.D degree in 
computer science at Pusan National 

University, Korea. During 2000, he worked at KIDA (Korea 
Institute for Defense Analyses) in Seoul, Korea and he 
joined ETRI (Electronics and Telecommunications 
Research Institute), Daejeon, Korea in 2001. His research 
interests include multimedia content delivery, network-
storage system, database and so on. 
 

Kapdong Kim 

 
Received the B.S. and M.S. degrees 
in computer science from the 
Chungnam National University, Korea, 
in 1998 and 2000, respectively. He 
joined ETRI, Daejeon, Korea in 2000. 
He had been worked in development 

of IMT-2000 system, Parlay and JAIN. During the years 
from 2002 to 2005, he currently involve in development of 
Next Generation Internet Server. Since 2003, he has been 
working toward the Ph.D degree in computer science at 
ChungNam National University, Korea. His research 
interests include high-speed networks architecture, quality 
of service in Internet and optical subscriber networks, 
MANET, multicast, network management, multimedia, 
middleware, and digital cable broadcast system. 

 
Youngju Lee 

 
Received the B.S. and M.S. degrees 
in computer engineering from 
Chonbuk National University, Korea in 
1999 and 2001, respectively. Since 
2001 he is working on ETRI and 
developed media streaming server. 

His main interests are computer system architecture such 
as network-storage system, distributed file system, 
multimedia database and so on. 
 

Songwoo Sok 

 
Received a B.S. degree in electronic 
engineering from Kyungpook 
University , Korea, 1999, and M.S. 
degree in electronic engineering from 
Kyungpook University, Korea, 2001 . 
In 2001 he joined the ETRI. 

  
 
 
 
 
 
 

Changsoo Kim 
 
Received a B.S. degree in computer 
science from Kwangwoon University, 
Korea, 1993, and M.S. degree in 
computer science from Sogang 
University, Korea, 1995. From 1995 to 
1999, he worked at LG Electronics 

Inc., and from 1999, he is researching at ETRI. 
 

Hagyoung Kim 

 
Received the B.S. and M.S. degrees 
in electronics engineering from 
Kyungpook National University, Korea, 
in 1983, 1985, and Ph.D degrees in 
computer engineering from 
Chungnam National University, Korea, 

in 2003. He joined ETRI in 1988, and he has currently 
served as the Project Leader of the Media Streaming 
Research Team of ETRI. His current interests include 
computer architecture, high-speed networks architecture, 
multimedia, middleware, and digital cable broadcast 
system.  
 

 Myung-Joon Kim 
 
Received a B.S. degree in computer 
science from Seoul National University, 
M.S. degree in computer science from 
KAIST, Korea in 1978, 1980 and Ph.D 
degree in computer science from 
Nansy 1 University, France in 1986. 

Since 1986 he is working on ETRI. His research interests 
are database, system software, software engineering. 
 

Kyongsok Kim 

 
Received a B.S. degree in 
international trade and M.S. degree in 
computer science from Seoul National 
University, 1977 and 1979, Korea and 
Ph D. degree in computer science 
from University of Illinois at Urbana-

Champaign, in 1988. From 1998 to 1992, he was an 
assistant professor in University of North Dakota. He 
joined Pusan National University, Pusan, Korea, in 1992. 
His main research areas are database, multimedia, 
Hangul/Hanmal information processing, internet 
computing. 
 

 10 



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.3
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /FlateEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000500044004600206587686353ef901a8fc7684c976262535370673a548c002000700072006f006f00660065007200208fdb884c9ad88d2891cf62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef653ef5728684c9762537088686a5f548c002000700072006f006f00660065007200204e0a73725f979ad854c18cea7684521753706548679c300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002000740069006c0020006b00760061006c00690074006500740073007500640073006b007200690076006e0069006e006700200065006c006c006500720020006b006f007200720065006b007400750072006c00e60073006e0069006e0067002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f00630068007700650072007400690067006500200044007200750063006b006500200061007500660020004400650073006b0074006f0070002d0044007200750063006b00650072006e00200075006e0064002000500072006f006f0066002d00470065007200e400740065006e002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f0062006500200050004400460020007000610072006100200063006f006e00730065006700750069007200200069006d0070007200650073006900f3006e002000640065002000630061006c006900640061006400200065006e00200069006d0070007200650073006f0072006100730020006400650020006500730063007200690074006f00720069006f00200079002000680065007200720061006d00690065006e00740061007300200064006500200063006f00720072006500630063006900f3006e002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f007500720020006400650073002000e90070007200650075007600650073002000650074002000640065007300200069006d007000720065007300730069006f006e00730020006400650020006800610075007400650020007100750061006c0069007400e90020007300750072002000640065007300200069006d007000720069006d0061006e0074006500730020006400650020006200750072006500610075002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f006200650020005000440046002000700065007200200075006e00610020007300740061006d007000610020006400690020007100750061006c0069007400e00020007300750020007300740061006d00700061006e0074006900200065002000700072006f006f0066006500720020006400650073006b0074006f0070002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea51fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e30593002537052376642306e753b8cea3092670059279650306b4fdd306430533068304c3067304d307e3059300230c730b930af30c830c330d730d730ea30f330bf3067306e53705237307e305f306f30d730eb30fc30d57528306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020b370c2a4d06cd0d10020d504b9b0d1300020bc0f0020ad50c815ae30c5d0c11c0020ace0d488c9c8b85c0020c778c1c4d560002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken voor kwaliteitsafdrukken op desktopprinters en proofers. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200066006f00720020007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c00690074006500740020007000e500200062006f007200640073006b0072006900760065007200200065006c006c00650072002000700072006f006f006600650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020007000610072006100200069006d0070007200650073007300f5006500730020006400650020007100750061006c0069006400610064006500200065006d00200069006d00700072006500730073006f0072006100730020006400650073006b0074006f00700020006500200064006900730070006f00730069007400690076006f0073002000640065002000700072006f00760061002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a00610020006c0061006100640075006b006100730074006100200074007900f6007000f60079007400e400740075006c006f0073007400750073007400610020006a00610020007600650064006f007300740075007300740061002000760061007200740065006e002e00200020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740020006600f600720020006b00760061006c00690074006500740073007500740073006b0072006900660074006500720020007000e5002000760061006e006c00690067006100200073006b0072006900760061007200650020006f006300680020006600f600720020006b006f007200720065006b007400750072002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for quality printing on desktop printers and proofers.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /NoConversion
      /DestinationProfileName ()
      /DestinationProfileSelector /NA
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure true
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /LeaveUntagged
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


