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Abstract
Label Propagation Algorithm is a kind of community discovery method. This algoxit ¥
contains large numbers of random selections, which made the result unce nd
reduced the stability of the algorithm. In order to solve these problengs, paper

proposed Label Cohesion Algorithm (LCA). In LCA algorithmp the labe agation

process is divided into two steps. The first step is takirw\jeatme onpthe original

labels. The second step is label updating. In the first @\ e‘Change n label though
Coh j

node centripetal. In the second step the paper u eM he judgement to
choose the new label. Finally the experimental shows\q e accuracy of the

algorithm has been improved. Q %
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1. Introduction

Community division met% elp us e complex network structure and reduce
the difficulty of looking for &ffecti ation in the network. The concept of
community discovery is @propose%van and Newman in 2002. They put forward
GN algorithm Whigh,@ﬁ n edg th Id method [1]. After then, in 2004, Newman
proposed the con@@ odula The calculation formula of Q is

Q=Zk‘, YT @ M

ans the number of edges in i community, d; means the addition of
the same community. E is all edges in the original community.

Q in each step. Then Bu and his teammates put forward a community
ethod based on modular fast parallel optimization algorithm (FPMQA) [3].
rithm, FN algorithm, and some of their improvement algorithm have the same
%&m. The time complexity of these method is high. These algorithms are not suitable
forprocessing large networks. To solve these problems, Raghavan [4] gives out the idea
of label propagation [5]. As it is the first time use the label propagation method in
community discovery. So most researchers often call this algorithm directly the Label
Propagation Algorithm. The time complexity of label propagation algorithm is close to the
linear time complexity.
The thought of label propagation algorithm is: Assign to each node a unique label, then
through label update to make division of the communities. Rules for node label update is
randomly select a not visited node. Then select an adjacent label as the new label of the
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node, the adjacent label we choose should appeared most frequently on the neighbor
nodes. If there are several labels appear same time choose one of them randomly. After all
the node label do not change any more, having the same tag nodes in the same community.
Label propagation algorithm solves the high time complexity problem which exist in
community division algorithm before label propagation algorithm. But the label
propagation algorithm brings some new problems too. It select nodes randomly may lead
to label flow phenomenon. Sometimes the edge node label affect core node label. Like
Figure 1 and Figure 2 shows

P

@

Figure 1. Initial Node Label Figure Figure %bgl Flo g{ menon

From above picture we can know that when we ch 3|x s the original
node, we may choose the label seven as the new caII enomenon label
flow. Because it well lead to the increase of the er of s When use label
propagation algorithm we may face to pick a | form se ilar nodes. Most time
we made a random choice, which may re hé corret of the algorithm. Such as
Figure3 shows

Fi Resu@date Label with Random Choice
From ab o@; iCtures
the node, it ey bring

and his cooperates

know when we choose different label as the new label of
nt community discover result. To solve this problem, Barber
ed a label propagation algorithm based on module degrees
optimization [6 nd his teammates after in-depth research find that the LPAm
algorithm may@n a loop when they try to find local optimal answer. To solve this
problem proposed an improved algorithm called LPAm+ algorithm [7] which based
on mult&kedy algorithm. Through several experiment Leung [8] and his cooperate
find af ve iterations about ninety-five percent nodes have been correct assembled.
ation after that can only help update nodes in communities. So we can say that the
%teratlon play important role in community discovery. Zhao [9] based on label
inffuence put forward label influence based algorithm, the label influence based algorithm
try to find some seed nodes and give these seed nodes initial labels, then spread out the
labels from these seed nodes. Ma [10] and his group improved LPA algorithm by find
some core figures which plays the same role like seed nodes. Although the literature [6][7]
have already improved the stability of LPA algorithm, it also improved the time
complexity. The literature [9][10] have some problems in choose initial seed nodes.
In order to solve these problems, we proposed Label Cohesion Algorithm. LCA
algorithm is a kind of community discovery algorithm which based on Label Cohesion.
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2. Basic Concept

In LCA algorithm we divided the label propagation process into two steps. Based on
the theory in literature [11] [12], we comprehensive consider about the influence of node
degree and node attraction. In this paper we proposed a hew measurement standard based
on node attraction. We use undirected graph G (V, E) on behalf of the network structure.
We use V as all nodes and E as edges in graph G.

Definition 1: (Node centripetal): Node centripetal means the node is subject to other
node.

1S =1 .

fi)y=<_ )
0 {o, 5, #1 Yy
Definition 2: (Node attraction): Node attraction means the ability of a@\ other

nodes. The node attraction formula is IS
1) AN )
D, = i Q
J- A\

Definition 3: (Label cohesion): Label cohesion@ided bN rences of label, and
the numbers of node covered by the label. The fakel cohe§io ormula i

is
TH=XN, .\Q N\
L
2D, .&@ g&@
C,(l) = T(h) +- 72)
C N\ O
In above formulas j isQ,adjacent s@l; J is the set of j. n; is the number of nodes

®)

(6)

who have the same adj node wit e i inJ, d; means degree of node i, f(i) is the
value of node cen H@)i mea e node attraction of node i. And | means the value of
node label, Ny m num se nodes who have the label value I, T(l) means the

When ther everal appeared the maximum times at the adjunct node of node i,
we evaluat e Gl
updated label. C; (1) ifipe

3. Label C@on Algorithm

T, ought of LCA Algorithm

amounts o , Who have the<Same value, appears at the neighbor nodes of node i.
O

3.1
T rst step of LCA algorithm is taking pretreatments on the original label of all
%. hough this treatment we can get a better initial label scheme. Literature [13] is
preved the triangle go through an edge, the more important the edge will be. So the two
nodes connected by the edge are likely to be divided into the same community. We choose
node attraction as the judgement in this paper. It can help avoid label reflux phenomenon
by make the label propagate from higher cohesion node to lower cohesion node. After the
pretreatment we can  make nodes who have closer connection in the same original
community. From literature [14], we can find that better initial label assigned can help
with reduce the number of iterations.
The second step is set label cohesion as the judgement to choose the new label of all
nodes. The literature proved that if community has a closer internal structure, this
community will have a greater attractive to those external community node. Use label
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cohesion as a judgement can reduce the number of randomly chosen. It can improve
accuracy and stability of the algorithm too.

3.2.  The Description of LCA Algorithm

The first step is computing centripetal of all nodes, and find out those nodes whose
centripetal value is zero. We give different labels in order to those nodes, and update the
label of all nodes in G. The rule for label updating is making those nodes who do not have
label get label form their adjacent node who has label. At last give different labels to
nodes without a label. Then we order all nodes by their degree and put the result in set D.

The second step is label updating. The updated label of a node is the label who
appeared most times at the adjacent nodes of node i. If there are several label appeared the
maximum times at the adjunct node of node i, we evaluating the Ci(l) of those labels, and
then select the maximum value label as the updated label. If they have the same Ci(l) we,
choose the label with the largest node degree as the new label. Then we up at
labels according to this algorithm until all the labels do not change any more. v

Let us suppose that the number of nodes in G is n and the number of So

time complexity for determine degrees of all nodes is O (n). The ti X|ty for
node ranking is O (d (radix + n)), d means all the nodes d timésfadix means the
exity of high

r—f

lists used to collect nodes. Generally d<5, radix=10
priority based radix sort algorithm is O (n). And com Xi r count Di of all

nodes is O (m). So the time complexity of the f| p is O he pseudocode for

Label Cohesion Algorithm is shown as bellowQ
Input: G (V, E); i is original node serlalnu ryoriginal Q

1. // Label pretreatment

2. foreachieVdo K@ \
3. compute f(i); @D s\

4.  compute d; and order % y the @e of d;;
5. for each node f(i) ==

6. assign these node erent Ia in rder

7. put node i adjfggdes ingset

8. compute

9. for ea mln set@

10. %g label of node i to these nodes;

11. e

12.  endfor

13.  assign diﬁer@bels in order to the remaining nodes;
14. end for

15. // label up

16. forn in D

he number of labels who appeared most times at the adjacent nodes of i;
(x==1)
assign the maximum appeared label to node i;
21. endif
22. elseif (x==0)
23. the node label stays the same;

24.  else

25. compute the Ci(l) and find the label who has the max Ci(l);
26. if the max Ci(l) label is not unique

27. using the new label instead of the original label;

28. end if

29. else
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30. Select the one who has the largest degree as the new label;
31. end else

32.  endelse

33. endif

34. end for

35. find the resulting communities;
36. Output: Communities;

In the second step we only deal with nodes who have several label appeared the
maximum times at the adjunct nodes, so it almost have no effects on the time complexity
of the algorithm. So the time complexity of LCA algorithm is close to linear time
complexity.

4. Experiments and Analysis

4.1. Karate Club Network Analysis

Zachary karate club membership network one of the most.common spnall tésf/network
data set used in the field of complex networks and soci al*analy§is/for Community
discovery. It takes Wayne Zachary three years to obs &h relationshig between the
karate club members. And then he make out this data th r&of investigation,
the club divided into two steps because of the pr whet ise the club fees or
not. Zachary karate club membership network, has 34 nodes a 8 edges. Each node
replace a member in the club and each edg ?%\s a cm@an between two members.
The two algorithm based on Karate club as shown e figure below

[/

 J

i @1. Karite b Network Partitioning Visual Result

la size: 13 C - 4, 8, 9, 12, 13, 14, 1&, 20, 22, 31]
label: 2 size: 16 @ ., 16, 18, 21, 23, 24, 25, 2&, 27, 28, 29, 30, 32, 33, 34]
label: 6 size: 7, 11, 17]

0.03409310629
>y
x>
label: =: 5 [5, & 7, 11, 17]

label: siZe: 12 [1, 2, 3, 4, &6 10, 12, 13, 14, 18, 20,

lapel: 29 ®ize: 17 [92, 15, 16, 1%, 21, 23, 24, 25, 28, 27, , 29, 30, 31, 32, 33, 34]
813688347119
:2 RESTART
2

RESTART

(S
[N

el: 31 =size: 4 [25, 26, 29, 32]

bel: 5 size: 10 [1, 5, &, 7, 11, 12, 13, 17, 20, 22]
label: 14 size: 14 [9, 10, 15, 16, 19, 21, 23, 24, 27, 28, 30, 31, 33, 34]
label: 13 size: & [2, 3, 4, 8, 14, 18]
0.0477161448915
>>> RESTART
>
label: 0 size: 11 [1, 2, 3, 4, &, 12, 13, 14, 18, 20, 22]
label: 33 size: 18 [&, 10, 15, 16, 19, 21, 23, 24, 25, 26, 27, 28, 2%, 30, 31, 32, 33, 34]

label: 10 =size: 2 [5, 11]
label: 5 size: 3 [6, 7, 17]
0.0260050813913

Figure 5. Four Times Result of LPA based on Karate Club Network
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label: 21 size: 16 [1, 2, 3, 4, 5, 6, 7, &, 11, 12, 13, 14, 17, 18, 20, 22]

label: 31 size: 18 [%, 10, 15, 16, 1%, 21, 23, 24, 25, 26, 27, 28, 28, 30, 31, 32, 33, 34]
0.043369991219

Sy - - mm== RESTART
BS54

label: 21 size: 16 [1, 2, 3, 4, 5, 6, 7, &, 11, 12, 13, 14, 17, 18, 20, 22]

label: 31 size: 18 (9, 10, 15, 16, 15, 21, 23, 24, 25, 26, 27, 28, 2%, 30, 31, 32, 33, 34)
0.0434976623055

> == RESTART
>>>

label: 21 size: 16 (1, 2, 3, 4, 5, &, 7, 8, 11, 12, 13, 14, 17, 18, 20, 22]

label: 31 size: 18 (%, 10, 15, 16, 19, 21, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33, 34)
0.0876209539863

B> RESTART
>>>

label: 21 size: 16 (1, 2, 3, 4, S, 6, 7, &, 11, 12, 13, 14, 17, 18, 20, 22]

label: 31 size: 18 [9, 10, 15, 16, 19, 21, 23, 24, 2%, 26, 27, 28, 29, 30, 31, 32, 33, 34)
0.018896141829

> RESTART

Figure 6. Four Times Result of LCA based on Karate Club Network
From above pictures we can find LCA algorithm divided the club into two M’
choose node 1 as the core, the other choose node 34 as the core, the result is c;%ecord
with the facts. LPA algorithm divided the club into three parts or more, th@ f LPA
algorithm are different in each time. As LCA algorithm have the same iasfour times
test, we can say LCA algorithm have better accuracy than\%lgorith

4.2.  American College Football Network Analy

is based on_the ®sollege football data in
0 node§$h 13 edges. In this network
eans there Mave been a game between two

American college football network data se
2000. American college football network ha

are from 12 different unions. The
ork as shown in the figure below

thal
e footbal

each node means a team in the union, an*ed @

teams. Generally teams in same union %ﬂore f c@ly games than those in different
unions. According to the reality the 0 %

two algorithm based on Ameri n@g; I

Figure 7. American College Football Network Partitioning
Visual Result
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label: 1 size: 9 [2, 26, 34, 38, 46, 920, 104, 106, 110]
label: 75 size: 9 [45, 49, 58, &7, 76, 87, 92, 93, 113]
label: 69 size: & [12, 25, 29, 51, 70, 91]
label: 4% size: 9 [47, 50, 54, &&, 74, B84, 8%, 111, 115]
lakel: 107 size: 12 [4, &, 11, 41, 53, 73, 75, 82, 85, 9%, 103, 108]
label: 111 size: 18 [1, 5, &, ©, 10, 17, 22, 23, 24, 42, 52, &3, 78, 79, 94, 105
, 109, 112]
label: 113 size: 16 [18, 21, 28, 57, 59, €0, &3, o4, &6, 71, 77, 88, 98, 87, 98,
114]
label: 101 size: 10 [20, 30, 31, 36, 56, 80, B1, 83, 95, 102]
label: 31 size: 26 [3, 7, 13, 14, 15, 1la, 1%, 27, 32, 33, 35, 37, 39, 40, 43, 44
, 48, 55, &1, €2, &5, 72, 86, 100, 101, 107]
0.209424995084
> RESTART
e o 4
label: 64 size: 11 [3, 7, 14, 16, 33, 40, 48, 61, 65, 101, 107]
label: 4% size: 9 [47, 50, 54, &&, 74, B84, 8%, 111, 115]
label: 103 size: 9 [2, 26, 34, 38, 46, 20, 104, 1068, 110]
label: 74 size: 12 [4, &, 11, 41, 53, 73, 75, 82, 85, 99, 103, 108]
label: 77 size: 10 [8, 9, 22, 23, 52, &8, 78, 79, 109, 112] ¢
label: 79 size: 10 [20, 30, 31, 36, 56, 80, 81, 83, 95, 102]
label: 48 size: 9 [45, 49, 58, &7, 76, B7, 92, 93, 113]
label: 17 size: 18 [12, 18, 21, 25, 28, 29, 51, 57, @3, e€a, 70, 71, 7748 A
&, 97, 1141
label: 23 size: & [1, 5, 10, 17, 24, 42, 94, 105] *
label: 58 size: 4 [59, &0, 64, 98]
label: &1 size: 15 [13, 15, 1%, 27, 32, 35, 37, 39, 1 S5 02, 86, 100]
0.217365298714 G V
e -
Figure 8. Two Times Result of L ased o erican
College Foott@\letwar
Q)

label: 97 size: 9 [12, 25, 29, 51, s 7O, 98]

label: 99 size: 7 [18, 32, 35, 5% 72, ;@

label: 101 size: 10 [20, 30, 3 5a, 3, 95, 102]

label: 103 size: 15 [2, 26, &4, 38, 4% 63, 71, 77, 90, 9&, 104, 10&,
; %)

label: 40 size: 12 [4, , 41, 53¢ '%5, 82, &5, 99, 103, 108]

label: 9 =size: 10 [8, 9, 23, 52 3“ 8, 79, 108, 112]

label: 1l& size: & [ s 10, 17 , 94, 103]

label: 114 size: 10@ 50, 54, a8, T4, 84, 89, 111, 115]

label: 85 size‘-: Q, 15, 27,437, 9, 43, 44, 8a]

label: 57 =i 45, 49, T, 76, 87, 92, 93, 113]

label: &0 51&\6 [3, 33, 40, 48, 61, &5, 101, 107]

label: 95 4. [18, 21, A , 97, 114)

0.231 8

Fr RESTART

T

label: 97 size: 25, 29, 51, &0, &4, 70, 91, 98]

label: 99 Size@Q, %2, 35, 55, &2, 72, 1001

label: 101 »fo [20, 30, 31, 36, 56, 80, 81, &3, 95, 1027

label: 10 =7 15 [2, 26, 28, 34, 38, 46, 57, 63, 71, 77, 90, 96, 104, 1046,
0]

labe 0 gize: 12 [4, &, 11, 41, 53, 73, 75, 82, B85, 99, 103, 108]

labgd: ize: 10 [8, 9, 22, 23, 52, &9, 78, 79, 109, 112]

1@ & size: 8 [1, 5, 10, 17, 24, 42, 94, 105]

¢ 114 size: 10 [47, 50, 54, 59, &8, 74, S84, 89, 111, 115]

@1: 85 size: & [13, 15, 27, 37, 39, 43, 44, 8&]

abel: 57 size: 9 [45, 49, 58, 67, 76, &7, 92, 93, 113]

label: 60 size: 11 [3, 7, 14, l1la, 33, 40, 48, el1l, &>, 101, 107]

label: 95 size: & [18, 21, &6, 88, 97, 114]

0.227845383522

Figure 9. Two Times Result of LCA based on American

College Football Network

From above pictures, we can find the result of LPA algorithm is not the same and the
LCA algorithm can give out a fixed result. So we can say LCA algorithm have better
accuracy than LPA algorithm. Two algorithms running time compare as shown in the

figure below

89
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Two algorithm running time comparison

0.12

Running time/ms
© o ©
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305 7 9111315171921 23252729313335373941434547 49
Algorithm run

—LPA LCA

Two algorithm running time comparison

Running time/ms
< i
[a%] )

0 ;%
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‘

A

g

i

d

n

i

1357 91113151719212325272931333537394143454749

\ 2
Algorithm runs v
—LFA —LCA O
2
Figure 10. Two Algorithms Running T@ompa@

The left picture is running time of program b‘ karat taset The right
picture is running time of program based on AmenNcan college II network data set.
From above picture we can find the two algoritkmgs have si rage running time, but
LCA algorithm running time is more ge&n LPA |thm So it proves LCA
algorithm succeed in promoting the cof’ while maintaining the low
time complexity.

N

5. Conclusions A
Compared with LPA algorith Q\ made label propagation process divided
into two steps. In the fir we op the distribution of the original label. It helps

reduce the iteratiorui% d solve,the Tabel reflux phenomenon problem. In the second
step we take ful b\ e influence of node attraction and optimized the
method of labe ng. Tho his way we can the key node more accurately. Finally
the expenr@ sults sh@th t the accuracy of the algorithm has been improved.
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