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Abstract 

Speech recognition rate drops significantly when interfered by noise in complex 

environment. In order to improve the accuracy and the robustness of the speech 

recognition in adverse acoustical environments, this paper reviewed the main problems of 

noise robust speech recognition, proposed a multi-space compensation algorithm which 

from signal-space, feature-space and model-space based on wiener filter, histogram 

equalization and vector Taylor series. Theory analyses and experiment results show that 

the proposed method can overcome the defect of the sharp descent of speech recognition 

rate of existing speech recognition algorithm interfered by environmental noise and 

improve the accuracy and the robustness in adverse acoustical environments. The 

algorithm provides the theoretical support for the speech recognition in airport, station, 

wharf and other complex noise environment. 

 

Keywords: Robust speech recognition, Noise suppression, Feature compensation, 

Model compensation 

 

1. Introduction 

There exist various kinds of noise in the airport, station, wharf and other complex noise 

environment, resulting in the mismatch of training and application, and then causing 

extreme decline in the recognition performance of the system. Therefore, how to improve 

the robustness of the system has become the key problem in practical application 

of speech recognition system. 

Research shows that, most speech recognition system’s performance will 

greatly decrease greatly decrease when applied in practical noise environment, due to the 

mismatch of training and testing environment caused by the environmental noise [1]. The 

research purpose of the noise robust speech recognition algorithm is to eliminate or to 

reduce this mismatch, and to make the recognition system performance under noise 

environment as close as possible to the performance in quiet environment. 

We can analyze the effect of mismatch of training and testing environment on the 

performance of the speech recognition system from signal space, feature space and model 

space. The robust speech recognition algorithm from these 3 levels is used to 

eliminate the mismatch impact through the method of speech compensation. At present, 

each space robust speech recognition algorithm has been very mature. In signal space, the 

Wiener filtering method of (Wiener filter) is a traditional-classical one, and the European 

Telecommunications Standards Institute released the noise robust algorithm for 

distributed speech recognition based on it in October, 2002. Michael Tinston and 

Yariv Ephraim proposed the multistage Wiener filter for speech enhancement in signal 
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space to eliminate the effects of additive noise on the speech, and achieved good 

experimental results [2]. In feature space, in order to reduce the mismatch of training and 

testing data, the feature warping algorithm is commonly used. Histogram equalization 

(HEQ), proposed by De La Torre Ángel and others (Reference[14]), is 

a cumulative histogram normalization algorithm using feature parameters, has 

transformed probability density distribution of the noisy speech  into that of the clean 

speech  (generally mean is 0 and variance is 1), and has achieved a good effect. In model 

space, Pedro J Moreno first proposed a vector Taylor series (VTS) algorithm. Then, the 

application of VTS in the model space of the hidden Markov model (HMM) parameter 

adaptive adjustment algorithm is improved by Alex Acero, Li Deng and other scientists, 

achieving excellent results. 

In order to further improve the accuracy and robustness of speech recognition under 

noise environment, and to solve the problem of the descent of speech 

recognition rate under noise interference in complex environment, we put forward a 

speech recognition algorithm based on multi-space compensation. The algorithm, 

integrated speech enhancement, noisy speech regular and adaptive parameter 

adjustment algorithm, optimizes from the signal space, feature space and model space. 

 

2. Ambient Noise Models 

Research shows that, the actual environmental noise is the real reason of mismatch 

between training and testing. Among them, the additive noise and channel influence 

are the two most common factors. Therefore, we pay more attention to the additive 

noise and convolution noise. 

Assume: the clean speech is x[m], convolution noise is h[m], additive noise is 

n[m], noisy speech is y[m]. Then, the noise environment model of speech recognition can 

be established, as shown in Figure 1 [3-6]. 

y[m]

n[m]

x[m]
  h[m]

 

Figure 1. The Noise Environment Model 

From Figure 1, the time domain model [5] of noise environment can be build: 

[ ] [ ] [ ] [ ]y m x m h m n m                                                  (1) 

And then get the frequency domain model from formula (1): 

2
( ) ( ) ( ) ( )Y w X w H w N w                                              (2) 

In formula (2), X(w) and Y(w) respectively denote the power spectrum of clean 

speech and noisy speech, H(w) is the the frequency response of channel distortion 

filter, and N(w) is the power spectrum of additive noise. 

Now, we analyze the problem of mismatch between training and testing environment 

caused by noise from signal, feature, and model space. 

Assume: the speech data in training environment is S; feature extraction from speech 

data in training environment is X; and speech model obtained from training data is Λx; 

T, Y and Λy respectively represent speech, characteristics and speech model in training 

environment. When the training and testing environment mismatch, noise makes T, Y 

and Λy distorted, and then D1(·), D2(·) and D3(·) respectively represent the distortion 

function. 

Thus, we can build the mismatch model of training and testing, as Figure 2 shows. 
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Figure 2. The Training and Testing Mismatch Model 

Now we will discuss how to eliminate the influence of different training and testing 

environment according to Figure 2 from the three levels of signal space, feature space and 

model space. 

 

3. Speech Recognition Algorithm based on Multi Space Compensation 
In ambient noise model shown in Figure 1, first, Wiener filtering is used to restrain 

additive noise in signal space firstly, then, HEQ acts on each section of cepstrum domain 

feature vector in feature space, and finally, VTS is used in model space to adjust HMM 

model’s parameters. 

 

3.1. Signal space 

In formula (1), supposing that the effect of convolution noise caused by the channel is 

neglected and only additive noise is considered, we need a linear filter h[m] for recovering 

the clean speech from noisy speech interfered by additive noise, to make the signal 

operated by filter [ ] [ ]* [ ]x m y m h m


  reach the smallest expectation value of 

2( [ ] [ ])x m x m


 . 

On the premise of that both x[m] and n[m] are irrelevant stationary signal, we can use 

suppression filter to represent the frequency domain: 

( )
( )

( ) ( )
s

X w
H w

X w N w



                                                 (3) 

Formula (3) is the Wiener filter [7,8]. When signal x[m] and n[m] satisfy the 

above assumptions, the Wiener filter can achieve suppression of noise, and will not cause 

great target estimation distortion and background remain noise [9-11]. The desired power 

spectrum X(w) and N(w) can be respectively obtained from the time series of x[m] 

and n[m] through multi-frame mean. However, in practice, the speech signal 

and background noise are non-stationary, that is, the power spectrum changes with 

time, which can be represented by X(m, w) and N(m, w). Therefore, we focus on the 

research of STFT (Short Time Fourier Transform, STFT) for each frame signal through 

different wiener filters. 

The time-varying Wiener filter is: 

( , )
( , )

( , ) ( , )
s

X pL w
H pL w

X pL w N pL w



 




                                       (4) 

In formula (4), ( , )X pL w


is the estimation of the time-varying power spectrum X(m,w) 

of x[m], and ( , )N pL w


 is that of power spectrum N(m, w) of stationary noise. 
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3.2. Feature Space 

HEQ is usually applied to digital image processing [12,13], aiming to provide a 

transformation x=F(y) to transform original variable probability density 

function(PDF) py(y) into the reference probability density function pref (x) [14]. Under 

certain conditions, the relationship between the cumulative density function of x and 

y (cumulative density functions, CDF) respectively is: 

( ) ( ( ))Y refC y C F y                                                     (5) 

1( ) ( ( ))ref YF y C C y                                                     (6) 

In practice, we can only obtain limited data. Therefore, we can use the cumulative 

histogram to replace the CDF [15]. 

In this paper, we use HEQ in cepstrum domain. Each cepstral coefficients are 

respectively independent equilibrium as a reference probability density function. The 

specific process is as follows: each coefficient was estimated as a cumulative 

histogram; unify each sentence by considering 100 intervals between (μy-4σy) and (μy+4σy); 

μy and σy are the mean and standard deviation of the original value. This reference 

cumulative histogram can be obtained from normal distribution with zero mean and unit 

variance. In formula (6), we can find each interval center point, which can be used as the 

two recent columns linear interpolation points to compensate parameters.  

 

3.3. Model Space 

In model space, we choose first-order VTS (Vector Taylor Series). First of all, on 

the premise of knowing the additive noise and convolution noise, we use first-order VTS 

to get the mean value and variance of HMM in the MFCC cestrum domain. Then, we can 

re-estimate the influence of additive noise and channel on the actual speech model by 

using EM algorithm. And the accurate band parameters in noisy speech model are 

obtained. 

The specific algorithm is: transform formula (2) and make it into the log-filter-bank 

domain, and then the equation multiplied by the non-square discrete cosine 

transform (DTC) matrix. The effective non-linear distortion model is obtained: 

1 ( )ln(1 )C n x hy x h C e
                                                  (7) 

In formula (7), C
-1

 is the inverse transformation of DCT matrix. y, x, n and h are the 

MFCC cestrum domain vector value of the noisy speech, clean speech, additive noise, and 

the convolution noise respectively. 

We can get the following formula by using VTS [16,17]: 

log(1 exp )

( , , )

n x h
y x h

x h x h n

C
C

g

  
  

    

 
   

  

                                 (8) 

( , , ) log(1 exp )n x h
x h ng C

C

  
  

 
                                  (9) 

where y 、 x 、 h  and n  are the mean vector of y, x, h and n respectively. 

After differential processing of formula (8), we can get: 
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1 1

1 exp

y

n x hh

C diag G
C

C



  

 
 

    
   

 

                           (10) 

y

n

I G





 


                                                       (11) 

In formula (10), diag(.) represents the diagonal matrix. On the premise of knowing µh 

and µn , G(.) depends on the mean vector µx. In particular, for the k-th Gauss based on 

state j, the corresponding element of matrix G(.) is: 

1 1
( , )

C
1 exp n x h

G j k C diag

C

  

 
 

   
 

 
 

                            (12) 

Hence, we can get the relation between noisy speech adaptive HMM and the k-th 

Gauss mean vector in state j of clean speech by using the first-order VTS:  

, , ,

, ,0 , ,0 ,0 ,0 ,0

( , , )

( , , ) ( , )( ) ( ( , ))( )

y jk x jk h x jk h n

x jk h x jk h n h h n n

g

g G j k I G j k

     

        

  

       
     

(13) 

where µn,0 and µh,0 respectively represent the VTS expansion point of µn and µh. 

The formula (13) can only be applied to the static part of the MFCC vector. We can get 

Σy,jk of the adaptive HMM from Σx,jk and Σn:  

, ,( , ) ( , ) ( ( , )) ( ( , ))T T

y jk x jk nG j k G j k I G j k I G j k      

                 

(14) 

In formula (14), Σx,jk is the covariance matrix of HMM, Σn is the covariance matrix of 

noise. Here, we regard the channel as a fixed and known voice so that we do not consider 

the channel difference. 

For the parts of delta and delta/delta of the MFCC vector, we can get the adaptive 

formula of the mean vector and covariance matrix: 

, ,( , )y jk x jkG j k                                                     (15) 

2 2, ,
( , )

y jk x jk
G j k 

 
                                                  (16) 

, ,( , ) ( , ) ( ( , )) ( ( , ))T T

y jk x jk nG j k G j k I G j k I G j k                       (17) 

2 2 2, ,
( , ) ( , ) ( ( , )) ( ( , ))T T

y jk x jk n
G j k G j k I G j k I G j k

  
                   (18) 

Considering we have already known the additive noise and 

channel (convolution) noise in advance, we use a first-order VTS to get the approximation 

of the mean and variance in the MFCC cepstrum domain. However, in practical 

situations, the effect of additive noise and channel noise is complex and changeable. Thus 

we propose that we should re-estimate the additive noise and channel (convolution) 

noise by using EM algorithm [18,19]. The specific process is as follows: 

Ωs represents the state sets; Ωm represents the Gauss set of each state, θt and εt 

respectively represent the state value and Gauss value for the time frame at t time, λ is the 

mean parameter collection of new noise and channel,   is the mean parameter collection 

of old noise and channel. The likelihood function of a speech can be expressed as:  
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( | ) ( , | , ) log ( | , , )
s m

t t t t t

t j k

F p j k Y p y j k       
 

            (19) 

In formula (19), p(yt|θt=j, εt=k, λ) ~ N(yt; µy,jk, Σy,jk) is the Gauss distribution whose 

mean vector is µy,jk and covariance is Σy,jk. 

In order to simplify the formula, we use γt(j,k) to represent the posterior probability of 

the k-th Gauss under state j of HMM: 

( , ) ( , | , )t t tj k p j k Y                                               (20) 

In order to get the maximum value of the likelihood function, we need to obtain the 

differential F under µn and µh, let this differential expression equal to zero, as follows: 

1

, ,( , )( ( , )) [ ] 0
s m

T

t y jk t y jk

t j k

j k I G j k y 

 

                             (21) 

1

, ,( , ) ( , ) [ ] 0
s m

T

t y jk t y jk

t j k

j k G j k y 

 

                                 (22) 

We can get the mean vector for posterior probability of additive noise µh by taking 

the VTS 

approximation formula (13) into (21):
1

,0
11

, , ,0 , ,0 ,0,

( , )( ( , ))( , )( ( , ))

( , , )( ( , ))

s ms m

TT
tt

t j kt j k
n n

y jk t x jk h x jk h ny jk

j k I G j kj k I G j k

y gI G j k



 

    



  



  
   

     
             

  
 

(23) 

Similarly, take the equation (12) into (22), and make µh=µn,0, then the channel mean 

vector can be estimated as: 

1

1

,0 ,
1

, , ,0 , ,0 ,0

( , ) ( , )

( , ) ( , ) ( , )

( , , )

s m

s m

T

t
T t j k

h h t y jk

t j k
y jk t x jk h x jk h n

j k G j k

j k G j k G j k

y g



  

    



  

 

 
    

      
          

 
    

(24) 

Formula (23) and (24) constitute the iteration process of EM algorithm. We can getthe 

accurate value of µh and µn which shown in Figure 3 by using EM algorithm. 
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Yes

No

Reading noisy speech

Initialize channel mean vector；Initialize noise mean and variance

Use formula (17)~(20) to update CHMM parameter

 Use the new CHMM model to decode noisy speech

  Use formula (22) to calculate posterior probability

Use formula (25) and (26)to re-estimate the mean value

μh,0,μn,0 and μh,μn,in 
the same trend

Assignment µh,0,µn,0 to µh,µn

Find the Optimal µh,µn and the mean and covariance of adaptive CHMM
 

Figure 3. The Model Reference Adaptive Flow Chart 

 

4. Experimental Results and Analysis 
The algorithm is based on AURORA II database, which is a subset database based on 

TI-DIGITS and is continuous digital speech data recorded in clean environment. 8 kinds 

of additive noise (including the MTR, gurgling sound, automobile, Exhibition 

halls, restaurants, streets, airports and train stations) and a channel 

interference (convolutional noise) can be added into the database according to the 

different SNR (such as 20dB, 15dB, 10dB, 5dB, 0dB, -5 dB). 

The test has provided two training sets:  (1) clean training set containing only clean 

speech data; (2) the noisy training set including not only the clean speech data but also the 

noise from subway, gurgling sound, automobile and Exhibition hall whose signal-to-noise 

ratio is from 20dB to 5dB. 3 test groups (A, B and C): group A contains the same 

noise and signal-to-noise ratio used in noisy training; group B contains the noisy data 

whose signal-to-noise ratio is same with group A, but the current noise is from restaurants, 

streets, airports and train stations; group C contains two kinds of noise of group 

A (subways and cars), and also includes a distortion of channel (convolutional noise). Two 

types of experiment are defined: clean training experiment (Clean)--use a clean training 

set to train acoustic models; noisy training experiment (Multi)--use noisy training set to 

train acoustic models. The test result is the mean value of each test group (A, B and C) on 

the condition of the five signal-to-noise ratios of 20dB~0dB. Both clean training 

experiment and noisy training experiment use HTK toolkit to train the HMM model 

[19,20]. 

We use level 23 MEL triangular filter bank, obtaining the voice signal between 64Hz~4 

KHz by using convolution calculation of 100Hz to extract the basic parameter. Use DCT 

to transform these parameters until into cepstrum domain, and retain the cepstrum 

coefficient C1~C12 only. Finally, we obtain delta and delta/delta part of MFCC based on 

these coefficients are differential and two differential treatments. 

Acoustic model assumes: each digital training of 0~9 represents a HMM mode, and 

"oh" is also trained as a HMM model. For the 11 digital HMM model, we suppose N=6 of 

each model, the structure is from left to right, and there is no jump between states. Each 

state corresponds to a 3 order mixture Gauss mixture density function. The covariance 

matrix of HMM is a diagonal matrix. 

The recognition accuracy rate contrast of this algorithm and related algorithms is 
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shown in table 1.  

Table 1. The Contrast between Different Algorithms for the Accuracy 

 Group A Group B Group C average 

Base-Clean 61.34 55.73 66.16 61.08 

WF 73.71 71.35 70.62 71.89 

WF+HEQ 82.08 81.61 81.73 81.81 

WF+HEQ+VTS 90.98 89.79 90.15 90.31 

Base Multi 91.06 90.47 90.78 90.77 

 

Table 1 has listed out the result of each recognition test; the value in the table is the 

mean of AURORA II test array A, B and C in different signal-to-noise 

ratios(20dB~0dB). Among them, Base Clean represents a clean training experiment which 

does not use any speech compensation algorithm; WF represents a clean training 

experiment, which uses only the Wiener filter in the signal space; WF+HEQ represents a 

clean training experiment, which firstly uses Wiener filter in the signal space, then uses 

the SNR higher cepstrum domain histogram equalization (HEQ) 

treatment; WF+HEQ+VTS is the speech recognition algorithm based 

on spatial compensation combining the Wiener filtering, histogram 

equalization, adaptive feature space, VTS model space compensation under clean training 

experiment; Base Multi does not use any speech compensation algorithm under 

the noisy training experiment. Conclusion of this table: (1) the recognition results are 

improved in this order: Base Clean, WF, WF+HEQ, WF+HEQ+VTS, Base Multi; (2) the 

performance of WF+HEQ+VTS is very close to that of the noisy 

training test (Base Multi); (3) WF, WF+HEQ, WF+HEQ+VTS have slightly 

different influence on the test group A, Band C--WF has little compensation effect on 

group C; WF+HEQ and WF+HEQ+VTS greatly improve the accurate identification of 

group C; all the recognition accuracy rate of group A  in WF, WF+HEQ, and 

WF+HEQ+VTS is higher than that of group B. 

-5dB 0dB 5dB 10dB 15dB 20dB 25dB
0
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WF+HEQ+VTS
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Figure 4. Different Signal to Noise Ratio of each Algorithm  
Recognition Results 
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The recognition accuracy rate of each algorithm in different SNR is shown in               

Figure 4. From Figure 4, we know that: (1) the recognition accuracy rate of the speech 

recognition algorithm based on multi-space compensation is very close to that of Base 

Multi in different SNR, and especially in the low SNR, the recognition performance of 

WF, and WF+HEQ is improved greatly. (2) The recognition accuracy rate of each noise 

robust recognition algorithm is low in the very low SNR (-5dB); while it is high in the 

high signal-to-noise ratio (above 15 dB). 

The experimental results show that: the recognition accuracy rate of group A and B has 

been greatly improved after using the Wiener filter in the signal space, verifying that this 

algorithm can restrain on part of the additive noise, while the performance of group C 

hasn’t been improved so much, the reason is that it includes channel 

interference (convolution noise), and Wiener filtering  has little or no effect on 

the channel interference; the recognition accurate rate of each group becomes higher after 

using cepstrum domain histogram (HEQ) in high SNR cepstrum domain of feature space, 

because HED has suppressed the addictive noise, channel noise and nonlinear distortion 

comprehensively; the recognition correct rate of this algorithm in different signal-to-noise 

ratios is very close to that of the noisy training experiment, and especially in the low SNR, 

the recognition performance of WF and WF+HEQ will be improved obviously. But the 

accuracy rate of recognition is very low in the low SNR (less than -5dB) by using 

the noise robust recognition algorithm. 

 

5. Conclusions 

In view of the defect of the speech recognition algorithm based on the hidden Markov 

model (HMM), whose speech recognition rate decreases significantly in the noisy 

environment, we put forward the speech recognition algorithm based on the compensation 

of space from the signal space, feature space and model space, combining 

the environmental noise caused by the mismatches between the training and 

testing source. 

The test results in AURORA II show that: the algorithm is effectively integrated with 

the advantages of Wiener filtering, histogram equalization, and vector Taylor series, and 

this algorithm has improved the defect of speech recognition rate of the speech 

recognition algorithm based on HMM dropping sharply in noisy environment, has 

achieved high recognition rate, and has significantly improved the accurate rate of the 

robustness speech recognition algorithm. This algorithm has very good application 

effects in the field of smart home and network appliances. 
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