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Abstract °

Accurate assessment of carbon emission of urban regional transportation is re of
urban low-carbon traffic construction. Traditional carbon emission eva@ methods

need a large number of samples and sample data of c rb emissio n regional
transportation is smaller, so the precision will be f tra I methods are

adopted. This paper proposes particle swarm o support vector

machine carbon emission early warning system reg w sportation (PSO —
SVM) and takes the advantage of small sample_da modelmxr pport vector machine
to improve the carbon emission evaluation %rracy of srban regional transportation.
Furthermore, this paper takes carbon 'e evalua«qf accuracy of urban regional
transportation as modeling target, sel aso valuation index, confirms carbon
emission evaluation model structur %’ ransportation and then optimizes
support vector machine ( doptm&sr icle swarm optimization (PSO) to
establish evaluation model nduct Y mulation. Results show that PSO-SVM
actually increases the assessment ac ura% ving practical application value in urban
traffic carbon emlssmn %\gement

Keywords: urb onal tramﬁgrtatlon carbon emission early warning; evaluation
model and y@%fstudy

1. Introduction

In the 21st cent ity scale expands unceasingly, road construction multiplies, civil
cars develop f travel structure and status of common people have changed
dramatically. (With ever-increasing urban traffic demands, even if per capita energy
consumpﬁ&mrban traffic is still far lower than developed countries at present, overall
energy mption is increasing in rather fast speed and large range, thus resultant
ca n@ission also grows rapidly. High-speed growth of urban traffic carbon emission
h’%duced great pollution to environment, affecting the life and living environment of
urban residents and hindering the survival and development of cities. Therefore, carbon
emission evaluation of urban traffic is a problem demanding prompt solution in domestic
and foreign research[1].

Scholars have conducted a large number of researches on the problem of carbon
emission evaluation of urban regional transportation and summed up lots of methods in
relevant to this problem, obtaining certain achievements[2]. The earliest evaluation
method is expert scoring which mainly relies on relevant experts’ experience to evaluate
carbon emission of urban regional transportation, hence its results have strong subjectivity
and lower objectivity on carbon emission level evaluation[3]. As artificial intelligence
technology become mature and neural network has self-organizing and self-learning
processing capacity, it has been introduced into carbon emission evaluation of urban
regional transportation by scholars[4]. However, neural network is prone to produce over-
fitting, fall into local minimum and have other defects, thus having weak nonlinear

ISSN: 1975-4094 |JSH
Copyright © 2016 SERSC



International Journal of Smart Home
Vol. 10, No. 8 (2016)

modeling ability[5]. While it is a complex nonlinear variation relationship between carbon
emission of urban regional transportation and evaluation index and requirements for
nonlinear modeling ability are high, so neural network is difficult to meet the
requirements of carbon emission assessment of urban regional transportation[6] [7].
Therefore, this study introduces support vector machine (SVM) which has fast learning
speed and strong generalization ability compared to other two evaluation methods,
meeting above higher requirements on nonlinear modeling ability and opening up a new
research perspective[8] [9].

Aiming at the problem of lower carbon emission evaluation accuracy of urban regional
transportation, this research proposes carbon emission warning system of urban regional
transportation (PSO-SVM) that can optimize SVM parameters based on particle swarm
optimization and tests the validity of this algorithm through system simulation, tije result
of which suggest that PSO-SVM has strong generalization ability and its modglin ed
is superior to traditional artificial neural network evaluation method, bein d%Sditable
for constructing carbon emission evaluation model of nonlinear @7 regional
transportation.

2. Carbon Emission Evaluation @% &%ﬁn Regional

Transportation xr
In terms of carbon emission evaluation?jrban.r ional transportation, first of
all, the carbon emission level should @l ified adopt certain methods to
assess and finally get evaluation rq%. principles of carbon emission
early warning system of urban It tion based on SVM has been
shown in Figure 1. %
ss

In evaluation process of carboq e ion of urban regional transportation, grid
searching method is usu adopted to t parameters of support vector machine
(SVM), but its evaluatl ision nd computation time is long. Hence, particle
swarm optimizatio s tilized in thls research to choose SVM parameters to
obtain optimal SV, on emissipn assessment model of urban regional transportation
which has h atlon

In this re , carbon emiss on assessment precision of urban regional transportation

is regarded as the obJec nction of particle swarm through which particle superiority
can be measured. In lon, dynamically adjust flight direction of particles by using
flight experience icles and their companions and then constantly adjust and seek for
optimal solutiorth¥ough their flight direction. Finally global optimal support vector

parameter &@ an be easily obtained through this method.

Ve N

. data training support vector
ction — . > > : » output result
preprocessing sample machine model
Y Y
» test sample

Figure 1. Working Principles of Carbon Emission Early Warning System of
Urban Regional Transportation
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3. Carbon Emission Evaluation Model of Urban Regional
Transportation

3.1. Evaluation Index Selection

Carbon emission evaluation of urban regional transportation is an integral system, so
its index system design is a critical factor to the success of research. As a result, all factors
possibly affecting urban traffic carbon emission have to be analyzed and then select and
establish a set of complete index system. Later, a carbon emission evaluation index
system of urban regional transportation (as shown in Table 1) has been constructed on the
basis of dynamism, objectivity, systematicness, scientificity and operability principles and
combining experts’ experience of relevant fields. o

Table 1. Carbon Emission Evaluation Index System of Urban e@ﬂal
Transportation

Public Tra tlon P n (Cu)

Slo rti gclz)

Media of Proportlc@l w F -eff nt Vehicles (Cys)
Communication Vehicle Hol olume (C1s)

BIC}/&@I’ODOI‘IIOI’I (Cis)

%@uc‘ﬁjre Investment (C,;)
Lane Proportion (C»,)
Carbon Infrastructxq g Lane Proportion (C,3)

Emission icycle Lane Proportion (C,s)

Evaluation Conservation and Emission Reduction

of Urban \L Measure (Ca)
Regional @ licy ow-carbon Transportation Management Policy

Transportati nage (Ca)
on C 9 ’ Driver’s Low-carbon Awareness (Css)

Vehicle Carbon Emission Detection Mechanism

(C34)
(b)’ Tail Gas Clean-up Facility (C4,)
‘& _ Regional Ventilation Level (C4,)
Traffic Road Network Density (Css)

Road Greening Degree (Cy4
Intelligent Traffic Technique (Cys)

\Ly Environment
O

)
%e index system in Figure 1, some are qualitative indicators, such as drivers’ low-
carbon awareness which is difficult to gather concrete numerical values directly. Thus
they need to be converted into quantitative indexes for calculation and will be divided into
low, medium and high levels according to the results from expert scoring method. The
minimum is 1 score and the maximum is up to 5 score. Value range of various indexes
has been shown in Table 2.

3.2 Evaluation Index Standardization

Each evaluation index dimension will not lead to great index value difference. In order
to eliminate adverse effect of dimension, the original data must be scaled up into [0, 1,]
section when evaluating carbon emission of urban regional transportation with SVM. The
standardized formula is shown specifically as follows:
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. X; —min(x;)
" max(x,) —min(x,)

here, X;; is the J th value of ith index, X;; is the value of Xij after standardization
and max and min stand for selecting the functions with maximum and minimum values.

Table 2. Value Range of Various Evaluation Indexes

Type of Specific index | Valuerange | Type of | Specific index | Value range of
indexes of indexes indexes indexes
Cu [0,100%)] Policy Cs1 [1,5]
Mediaof | Cy, [0,100%] Manage | Cs, [1&») .
Communi | Cy3 [0,100%] ment Css
cation Cu [0,100] Ca A~LIKS
Cis [0,100%)] Traffic 41 ,100]
Cau [0,100] Enviror\ 1€y, [1,5]
Infrastruct | Cy, [0,100%] ment chéw A [0,100]
ure Cos [0,100%] Q Ck Y [1,5]
Cat [0,100%] S\ [1.5]

3.3 SVM Algorithm

SVM is a new machine Iearnm |s proposed directing at pattern
recognition problems, used for clas problems at first and later for
prediction problem solvmg ucing th t sensitive loss function. As carbon
emission evaluation of urban nal tran ion belongs to prediction problem, thus
support vector regression rlthm is hﬁrtroduced here.

Suppose that there |n total arning samples expressing as {X,,X} and

i ..,N, amo @hch
of model ou nSv t|

ents sample input and Y; stands for expected value
te function is:

f(xX)=w- x) +b (2)
Among them, w shows weight vector and offset vector respectively.
After adopting @ptigization function to optimize target value, there is:
. 1, .2 L
minJ = +C) (& +&) 3)
2T
condition as following:
wW-p(X)—b<e+& 4)
P +b-y, <e+g 5
E,E >0, i=12,...n (6)

&, §i* indicate as relaxing factor and C stands for penalty factor.

By introducing Lagrange’s multipliers, the optimization problem above can be changed
into typical convex quadratic optimization as following:

Lwb,&.& a7 ") =%||w||2 LCY(E +E) - s +e -y, + F (0]
i=1 i=1 (7)

Yl ey 001D -6 7)

a; and o representing as Lagrange’s multipliers.
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In order to accelerate solving speed, (4), (5) and (6) are changed into dual form as
following:

vv(aa)———z(a —a e, - )ox) o)1+ (o — )y,

2i5m = ®)
- Zn: (a; —a;)e
Aslzijor linear regression problem, the SVM function is:
100= 3 (@ - aliolx). o)1 +b ©

As for nonlinear prediction problem, replace [¢(X;), @(X;)] with kernel func% .

k (Xi , X) to avoid the “curse of dimensionality”. Then SVM regression fufcti%

f(x)=iZ:1:(ai —a))K(x,X)+D \4% @

3.4 Particle Swarm Optimization Algorlthm

Particle swarm optimization is a swarm Ilgence aIg which expresses each
feasible solution of problem with partlcle tes su r egree of each particle by
objective function, dynamically adjustS}h metho ordlng to its own optimal
solution (pbest) and group optimal particle flying process and then

searches for optimal solution. Jn ic fI Just their own speed and position
according to formula (11) and, (12).

Vig (t+1) =WV (1) + ¢y 1 - [Pyq (t).‘®(t)] +Cy 1y [Py — Pig (V)] (11
Pig (t+1) = pyy (t) + +1) w (12)
Among them, r a "Ajn numbers; W is inertia weight; C, and C, are

accelerated f

3.5 Carbon Emissio %uatlon Model Workflow of Urban Regional
Transportation ?b'

(10)

(1) Build car emission evaluation index system of urban regional transportation

based on ré\{rmi experts’ experience.
(2) Co elevant data according to constructed carbon emission evaluation index

sys n@urban regional transportation and conduct standardization process for related
(3%

Set particle swarm parameters C, and C,, population size m and maximum number
of iteration Nmax.
(4) Randomly generate particle swarm containing m particles, each of which is
composed by initial position and speed.
(5) Set objective function of particles of which the specific definition is as (13). Then
work out adaptive speed of particles in accordance with objective function.

m

Yi — y
f = Ji )i (13)
m ; Yi

Among them, y; and VY, is respectively actual value and predicted value of carbon
emission.
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(6) Update each particle’s position and speed according to formula (11) and (12).

(7) Compare the adaptive value of each particle with individual optimal value (pbest)
in history. If the former is superior to pbest, then replace individual optimal value in
history with the particle’s position.

(8) Compare the adaptive value of each particle with group optimal value (gbest) in
history. If the former is superior to gbest, then replace group optimal value in history with
the particle’s position.

(9) If terminal conditions are satisfied, then iteration is finished and output optimal
particle position; Otherwise, turn to step (5).

(10) Output SVM parameter and establish carbon emission evaluation model of urban
regional transportation. The entire workflow has been shown in Figure 3.

The entire workflow has been shown in Figure 2.

3.6 Carbon Emission Model Performance Evaluation Standards of Urba %nal
Transportation 1
Evaluate the performance of carbon emission a@ﬁo

transportation by using relative error (ERROR)

mean
which the definitions are: &
Error(n) - |x(n,true) — x(n, pred)|. Q’Q . % (14)
x(n,true) /\\ \

MSE = 13 X (n,true) — x(n 15
\/;Z[ (n,true) (éﬁ? \\Q’ 15)
&7 .S

m d&/ﬁrban regional
sNgyé

error (MSE), of

4 Simulation Study @ \
4.1 Simulation Daﬁ& gV

This researeh % S Mam%) onduct system simulation and takes road traffic of
certain big % as sin@)atl object to collect data. Collected original data has been

shown in Tab

Tablé@éarbon Emission Evaluation Original Data of Urban
Regional Transportation

Project “% Cr Cus Cu | Cus Evaluation

Numbe(™ Results

1 (NTo.38 0.69 0.34 70  [... 2 0.435
047 0.74 0.27 71 | 4 0.228

3 0.48 0.62 0.61 68  |... 3 0.372

4 0.35 0.65 0.57 s 5 0.552

5 0.38 0.59 0.94 69  |.... 4 0.398

6 0.47 0.72 0.87 70 ... 3 0.402

7 0.48 0.68 0.69 72 ... 4 0.292

8 0.35 0.71 0.59 73 .. 5 0.476

9 0.38 0.63 0.72 69 | .. 5 0.532

10 0.47 0.73 0.47 68 | ... 3 0.616

18 0.35 #VALUE! |0.35 69 | .. 4 0.736

276 Copyright © 2016 SERSC



International Jou

rnal of Smart Home

Vol. 10, No. 8 (2016)

Construct carbon emission assessment index system

A 4

Collect data and make preprocessing

A 4

Set PSO parameter and SVM parameter range

A 4

Randomly generate

initial particle group

»

A 4

Calculate the adaptability of particles

o

W
o

N y—<
¥ Choose the optimal charamvidgil an p
o N\
Update theA nd posiﬁay@)articles

tisfy termina,conditions or not

\\; ())}mut optimal SVM parameter
Q ; |ma| PSO-SVM carbon emission evaluatlon model

Figure 2. SV, rameter Selection Process through Particle Swarm
Optimization

4.2 Maéaeallzatlon
% Standardization processing for data in Table 3 and then divide processed data
into

ining sample and test sample sets. First of all, input training sample set in SVM for
training and optimize SVM parameters by using particle swarm optimization algorithm.
Parameter optimization process has been shown in Figure 3 which tells that fitness
function of optimal particle is in stable status to some degree when particle swarm
iterating to about 220 generations. It illustrates that algorithm’s terminal conditions have
been satisfied. Then decode position sets of optimal particles, obtain SVM parameters
including ¢ = 200, p = 0.0119, g = 0.156, adopt the above optimal parameters, set up
carbon emission evaluation of urban regional transportation based on training sample set
and have an exam on test samples.
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Evaluation errorh
/

,—_— e e e ———— ——

A °
0 . . . )
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Iteration number

Figure 3. SVM Parameter Optiq%*%ibn Prgc y PSO
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three-column format, with their affiliations belaw their respective names. Affiliations are

centered below each author name, |taI| ot bol nclude e-mail addresses if
possible. Follow the author information b& blank lin fore main text.

4.3 Simulation Results and An I %l
Adopt RBF neural networ&i.rmodel and Ty the superiority of PSO-SVM model
ysis

through comparison and anal estmg;\v ts of RBF neural network model and PSO-
SVM model on test sam @t has b n in Figure 4. As for evaluation error of two
means, see Table 4, * b

0.75 \3 ‘ 4
: '\y J

P @
0.7 r —é, PS0-SVM

—rﬁt—-RBF neural network

Yy

e
[s}
ol

(=]
[o7]
A

luation value

E

14 15 16 17 18

Project number

Figure 4. PSO-SVM and RBF Evaluation Results
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Table 4. Evaluation Error Comparison of Two Methods

Project number PSO-SVM Error RBF neural network Error
14 0.018 0.082

15 0.007 0.077

16 0.007 0.072

17 0.005 0.083

18 0.003 0.025

MSE 0.0049 0.0390

After comparing the evaluation results and errors of two methods in Figure 4 and Table
4, it is clear that both evaluation effect and accuracy of carbon emission evaluatio modgl
of urban regional transportation based on SVM are better than that of RBFNpeural
network. While the minimizing principle of PSO-SVM can help find the best ¢
between learning ability and complexity of the model to acquire global gptima

thus having smaller evaluation error and higher precision. ‘% @
5. Conclusion @Q V

solution,

This study presents a carbon emission ation de of urban regional
transportation based on PSO-SVM which er solve the icult problem of low
evaluation accuracy of traditional SV &&er op;%atlon and traditional neural
network. Take urban regional transport some big as system simulation object
to test the superiority of PSO-SV &é‘? Si results suggest that the accuracy
of carbon emission evaluation é@ﬂ regi sportatlon based on PSO-SVM is
higher than that of RBF neu;ﬁq k, thus essmg certain theoretical significance
and application value in carbon ISSIOHTK ement of urban regional transportation.
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