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Abstract 

Accurate assessment of carbon emission of urban regional transportation is the core of 

urban low-carbon traffic construction. Traditional carbon emission evaluation methods 

need a large number of samples and sample data of carbon emission of urban regional 

transportation is smaller, so the precision will be lower if traditional methods are 

adopted. This paper proposes particle swarm optimization to optimize support vector 

machine carbon emission early warning system of urban regional transportation (PSO－
SVM) and takes the advantage of small sample data modeling of support vector machine 

to improve the carbon emission evaluation accuracy of urban regional transportation. 

Furthermore, this paper takes carbon emission evaluation accuracy of urban regional 

transportation as modeling target, selects reasonable evaluation index, confirms carbon 

emission evaluation model structure of urban regional transportation and then optimizes 

support vector machine (SVM) by adopting particle swarm optimization (PSO) to 

establish evaluation model and conduct system simulation. Results show that PSO-SVM 

actually increases the assessment accuracy, having practical application value in urban 

traffic carbon emission management. 

 

Keywords: urban regional transportation; carbon emission early warning; evaluation  

model and simulation study 

 

1. Introduction 

In the 21st century, city scale expands unceasingly, road construction multiplies, civil 

cars develop fast and travel structure and status of common people have changed 

dramatically. With ever-increasing urban traffic demands, even if per capita energy 

consumption of urban traffic is still far lower than developed countries at present, overall 

energy consumption is increasing in rather fast speed and large range, thus resultant 

carbon emission also grows rapidly. High-speed growth of urban traffic carbon emission 

has produced great pollution to environment, affecting the life and living environment of 

urban residents and hindering the survival and development of cities. Therefore, carbon 

emission evaluation of urban traffic is a problem demanding prompt solution in domestic 

and foreign research[1]. 

Scholars have conducted a large number of researches on the problem of carbon 

emission evaluation of urban regional transportation and summed up lots of methods in 

relevant to this problem, obtaining certain achievements[2]. The earliest evaluation 

method is expert scoring which mainly relies on relevant experts‟ experience to evaluate 

carbon emission of urban regional transportation, hence its results have strong subjectivity 

and lower objectivity on carbon emission level evaluation[3]. As artificial intelligence 

technology become mature and neural network has self-organizing and self-learning 

processing capacity, it has been introduced into carbon emission evaluation of urban 

regional transportation by scholars[4]. However, neural network is prone to produce over-

fitting, fall into local minimum and have other defects, thus having weak nonlinear 
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modeling ability[5]. While it is a complex nonlinear variation relationship between carbon 

emission of urban regional transportation and evaluation index and requirements for 

nonlinear modeling ability are high, so neural network is difficult to meet the 

requirements of carbon emission assessment of urban regional transportation[6] [7]. 

Therefore, this study introduces support vector machine (SVM) which has fast learning 

speed and strong generalization ability compared to other two evaluation methods, 

meeting above higher requirements on nonlinear modeling ability and opening up a new 

research perspective[8] [9]. 

Aiming at the problem of lower carbon emission evaluation accuracy of urban regional 

transportation, this research proposes carbon emission warning system of urban regional 

transportation (PSO-SVM) that can optimize SVM parameters based on particle swarm 

optimization and tests the validity of this algorithm through system simulation, the result 

of which suggest that PSO-SVM has strong generalization ability and its modeling speed 

is superior to traditional artificial neural network evaluation method, being more suitable 

for constructing carbon emission evaluation model of nonlinear urban regional 

transportation. 

 

2. Carbon Emission Evaluation Theory of Urban Regional 

Transportation 

In terms of carbon emission evaluation of urban regional transportation, first of 

all, the carbon emission level should be identified, then adopt certain methods to 

assess and finally get evaluation results. Working principles of carbon emission 

early warning system of urban regional transportation based on SVM has been 

shown in Figure 1. 

In evaluation process of SVM carbon emission of urban regional transportation, grid 

searching method is usually adopted to select parameters of support vector machine 

(SVM), but its evaluation precision is low and computation time is long. Hence, particle 

swarm optimization algorithm is utilized in this research to choose SVM parameters to 

obtain optimal SVM carbon emission assessment model of urban regional transportation 

which has higher evaluation precision. 

In this research, carbon emission assessment precision of urban regional transportation 

is regarded as the objective function of particle swarm through which particle superiority 

can be measured. In addition, dynamically adjust flight direction of particles by using 

flight experience of particles and their companions and then constantly adjust and seek for 

optimal solution through their flight direction. Finally global optimal support vector 

parameter values can be easily obtained through this method. 

 

data collection
data 

preprocessing

training 

sample

support vector 

machine model
output result

test sample

Figure 1. Working Principles of Carbon Emission Early Warning System of 
Urban Regional Transportation 
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3. Carbon Emission Evaluation Model of Urban Regional 

Transportation 

 
3.1. Evaluation Index Selection 

Carbon emission evaluation of urban regional transportation is an integral system, so 

its index system design is a critical factor to the success of research. As a result, all factors 

possibly affecting urban traffic carbon emission have to be analyzed and then select and 

establish a set of complete index system. Later, a carbon emission evaluation index 

system of urban regional transportation (as shown in Table 1) has been constructed on the 

basis of dynamism, objectivity, systematicness, scientificity and operability principles and 

combining experts‟ experience of relevant fields. 

Table 1. Carbon Emission Evaluation Index System of Urban Regional 
Transportation 

Carbon 

Emission 

Evaluation 

of Urban 

Regional 

Transportati

on 

Media of 

Communication 

Public Transportation Proportion (C11) 
Slow Traffic Proportion (C12) 

Proportion of New Fuel-efficient Vehicles (C13) 

Vehicle Holding Volume (C14) 

Bicycle Proportion (C15) 

Infrastructure 

Infrastructure Investment (C21) 

Slow Lane Proportion (C22) 

Bus Lane Proportion (C23) 

Bicycle Lane Proportion (C24) 

Policy 

Management 

Energy Conservation and Emission Reduction 

Measure (C31) 

Low-carbon Transportation Management Policy 

(C32) 

Driver‟s Low-carbon Awareness (C33) 

Vehicle Carbon Emission Detection Mechanism 

(C34) 

Traffic 

Environment 

Tail Gas Clean-up Facility (C41) 

Regional Ventilation Level (C42) 

Road Network Density (C43) 

Road Greening Degree (C44 

Intelligent Traffic Technique (C45) 

In the index system in Figure 1, some are qualitative indicators, such as drivers‟ low-

carbon awareness which is difficult to gather concrete numerical values directly. Thus 

they need to be converted into quantitative indexes for calculation and will be divided into 

low, medium and high levels according to the results from expert scoring method. The 

minimum is 1 score and the maximum is up to 5 score. Value range of various indexes 

has been shown in Table 2. 

 

3.2 Evaluation Index Standardization 

Each evaluation index dimension will not lead to great index value difference. In order 

to eliminate adverse effect of dimension, the original data must be scaled up into [0, 1,] 

section when evaluating carbon emission of urban regional transportation with SVM. The 

standardized formula is shown specifically as follows:  
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here, ijx  is the j th value of i th index, 
'

ijx  is the value of ijx  after standardization 

and max and min stand for selecting the functions with maximum and minimum values. 

Table 2. Value Range of Various Evaluation Indexes 

Type of  

indexes 

Specific index Value range 

of  indexes 

Type of  

indexes 

Specific index Value range of  

indexes 

 

Media of 

Communi

cation  

C11 [0,100%] Policy 

Manage

ment 

C31 [1,5] 

C12 [0,100%] C32 [1,5] 

C13 [0,100%] C33 [1,5] 

C14 [0,100] C34 [1,5] 

C15 [0,100%] Traffic 

Environ

ment 

C41 [0,100] 

 

Infrastruct

ure 

C21 [0,100] C42 [1,5] 

C22 [0,100%] C43 [0,100] 

C23 [0,100%] C44 [1,5] 

C24 [0,100%] C45 [1,5] 

 

3.3 SVM Algorithm 

SVM is a new machine learning method which is proposed directing at pattern 

recognition problems, used for solving classification problems at first and later for 

prediction problem solving by introducing the most sensitive loss function. As carbon 

emission evaluation of urban regional transportation belongs to prediction problem, thus 

support vector regression algorithm is mainly introduced here. 

Suppose that there are in total n learning samples expressing as },{ ji xx  and 

i =1,2,…,N, among which ix  represents sample input and iy  stands for expected value 

of model output, then SVM estimate function is: 

bxwxf  )()(                                                                                                              （2） 

Among them, w  and b  shows weight vector and offset vector respectively. 

After adopting optimization function to optimize target value, there is:  
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2
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                                                                                            （3） 

Constraint condition as following: 

ii bxwy   )(                                                                                  （4）                                            

*)( iiybxw                                                                                                （5） 

i , 0* i ， i 1,2,…,n                                                                                                  （6） 

i ,
*

i  indicate as relaxing factor and C stands for penalty factor. 

By introducing Lagrange‟s multipliers, the optimization problem above can be changed 

into typical convex quadratic optimization as following: 
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i  and 
*  representing as Lagrange‟s multipliers. 
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In order to accelerate solving speed, (4), (5) and (6) are changed into dual form as 

following: 


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As for linear regression problem, the SVM function is: 

bxxxf jii

n

i

i 


)](),()[()( *

1

                                                                          （9） 

As for nonlinear prediction problem, replace )](),([ ji xx   with kernel function 

),( xxk i  to avoid the “curse of dimensionality”. Then SVM regression function is: 

bxxkxf ii

n

i

i 


),()()( *

1

                                                                                           （10） 

 

3.4 Particle Swarm Optimization Algorithm 

Particle swarm optimization is a swarm intelligence algorithm which expresses each 

feasible solution of problem with particle, evaluates superior degree of each particle by 

objective function, dynamically adjusts flying method according to its own optimal 

solution (pbest) and group optimal solution (gbest) in particle flying process and then 

searches for optimal solution. In dynamic flight, adjust their own speed and position 

according to formula (11) and (12). 

)]([)]()([)()1( 2211 tpprctptprctvwtv idgdidgdidid               （11） 

)1()()1(  tvtptp ididid                                                                                         （12） 

Among them, 1r  and 2r  are random numbers; w  is inertia weight; 1c  and 2c  are 

accelerated factors. 

 

3.5 Carbon Emission Evaluation Model Workflow of Urban Regional 

Transportation 

（1）Build carbon emission evaluation index system of urban regional transportation 

based on relevant experts‟ experience. 

（2）Collect relevant data according to constructed carbon emission evaluation index 

system of urban regional transportation and conduct standardization process for related 

data. 

（3）Set particle swarm parameters 1c  and 2c , population size m and maximum number 

of iteration Nmax. 

（ 4）Randomly generate particle swarm containing m particles, each of which is 

composed by initial position and speed. 

（5）Set objective function of particles of which the specific definition is as (13). Then 

work out adaptive speed of particles in accordance with objective function. 









m

i i

ii

y

yy

m
f

1

1                                                                                                               （13） 

Among them, iy  and 


iy is respectively actual value and predicted value of carbon 

emission. 
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（6）Update each particle‟s position and speed according to formula (11) and (12). 

（7）Compare the adaptive value of each particle with individual optimal value (pbest) 

in history. If the former is superior to pbest, then replace individual optimal value in 

history with the particle‟s position. 

（8）Compare the adaptive value of each particle with group optimal value (gbest) in 

history. If the former is superior to gbest, then replace group optimal value in history with 

the particle‟s position. 

（9）If terminal conditions are satisfied, then iteration is finished and output optimal 

particle position; Otherwise, turn to step (5). 

（10）Output SVM parameter and establish carbon emission evaluation model of urban 

regional transportation. The entire workflow has been shown in Figure 3. 

The entire workflow has been shown in Figure 2. 

 

3.6 Carbon Emission Model Performance Evaluation Standards of Urban Regional 

Transportation 

Evaluate the performance of carbon emission evaluation model of urban regional 

transportation by using relative error (ERROR) and root mean square error (MSE), of 

which the definitions are: 

),(

),(),(
)(

truenx

prednxtruenx
nError


                                （14） 



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1

)],(),([
1

                                                                       （15） 

 

4 Simulation Study 

 
4.1 Simulation Data 

This research adopts Matlab to conduct system simulation and takes road traffic of 

certain big city area as simulation object to collect data. Collected original data has been 

shown in Table 3.  

Table 3. Carbon Emission Evaluation Original Data of Urban 
Regional Transportation 

Project 

Number 

C11 C12 C13 C14 …… C45 Evaluation 

Results 
1 0.38 0.69 0.34 70 …… 2 0.435 

2 0.47 0.74 0.27 71 …… 4 0.228 

3 0.48 0.62 0.61 68 …… 3 0.372 

4 0.35 0.65 0.57 74 …… 5 0.552 

5 0.38 0.59 0.94 69 …… 4 0.398 

6 0.47 0.72 0.87 70 …… 3 0.402 

7 0.48 0.68 0.69 72 …… 4 0.292 

8 0.35 0.71 0.59 73 …… 5 0.476 

9 0.38 0.63 0.72 69 …… 5 0.532 

10 0.47 0.73 0.47 68 …… 3 0.616 

…… …… …… …… …… …… …… …… 

18 0.35 #VALUE! 0.35 69 …… 4 0.736 
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Construct carbon emission assessment index system

Collect data and make preprocessing

Set PSO parameter and SVM parameter range

Randomly generate initial particle group

Calculate the adaptability of particles

Choose the optimal character of individual and group

Update the speed and position of particles

Output optimal SVM parameter

Optimal PSO-SVM carbon emission evaluation model 

of urban regional transportation

Satisfy terminal conditions or not

No

 

Figure 2. SVM Parameter Selection Process through Particle Swarm 
Optimization 

 
4.2 Model Realization 

Make standardization processing for data in Table 3 and then divide processed data 

into training sample and test sample sets. First of all, input training sample set in SVM for 

training and optimize SVM parameters by using particle swarm optimization algorithm. 

Parameter optimization process has been shown in Figure 3 which tells that fitness 

function of optimal particle is in stable status to some degree when particle swarm 

iterating to about 220 generations. It illustrates that algorithm‟s terminal conditions have 

been satisfied. Then decode position sets of optimal particles, obtain SVM parameters 

including c = 200, p = 0.0119, g = 0.156, adopt the above optimal parameters, set up 

carbon emission evaluation of urban regional transportation based on training sample set 

and have an exam on test samples. 
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Figure 3. SVM Parameter Optimization Process by PSO 

Author names and affiliations are to be centered beneath the title and printed in Times 

New Roman 12-point, non-boldface type. Multiple authors may be shown in a two or 

three-column format, with their affiliations below their respective names. Affiliations are 

centered below each author name, italicized, not bold. Include e-mail addresses if 

possible. Follow the author information by two blank lines before main text. 

 

4.3 Simulation Results and Analysis 

Adopt RBF neural network as a model and verify the superiority of PSO-SVM model 

through comparison and analysis. Testing results of RBF neural network model and PSO-

SVM model on test sample set has been shown in Figure 4. As for evaluation error of two 

means, see Table 4. 

 

 

Figure 4. PSO-SVM and RBF Evaluation Results 
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                      Table 4. Evaluation Error Comparison of Two Methods 

Project number PSO-SVM Error RBF neural network Error 
14 0.018 0.082 

15 0.007 0.077 

16 0.007 0.072 

17 0.005 0.083 

18 0.003 0.025 

MSE 0.0049 0.0390 

 

After comparing the evaluation results and errors of two methods in Figure 4 and Table 

4, it is clear that both evaluation effect and accuracy of carbon emission evaluation model 

of urban regional transportation based on SVM are better than that of RBF neural 

network. While the minimizing principle of PSO-SVM can help find the best compromise 

between learning ability and complexity of the model to acquire global optimal solution, 

thus having smaller evaluation error and higher precision. 

 

5. Conclusion 

This study presents a carbon emission evaluation model of urban regional 

transportation based on PSO-SVM which better solve the difficult problem of low 

evaluation accuracy of traditional SVM parameter optimization and traditional neural 

network. Take urban regional transportation of some big city as system simulation object 

to test the superiority of PSO-SVM. Finally, simulation results suggest that the accuracy 

of carbon emission evaluation of urban regional transportation based on PSO-SVM is 

higher than that of RBF neural network, thus possessing certain theoretical significance 

and application value in carbon emission management of urban regional transportation. 
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