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Abstract \‘% Q)

Cloud platform is a basic platform to @ lar Sg) large-scale and
high-frequency access computing. The high-ene onsu@bf the cloud platform
and the schedule of multi-constrained combigation in cloud lications is challenging
issues faced by the cloud computing. We ¢ ed a atlc review in this paper for
the energy consumption of a cloud pla =and po ut the existing problems, and
put forward ideas to solve the abo é‘(@ ble B*Qéanstructmg the four-level system.
Firstly, by conducting virtualiz |022)§nagem e physical resources in the cloud to
form the layer of virtual resm% en, name presentation layer, to build a formal
model of cloud application multi_attri W|th effective description, measurement,
calculation. Based on t propom eduling application layer enables cloud
applications to meet ultiple ves with multi-attribute, heuristic, feedback,
iterative schedulin oud re rces energy optimization. It laid the foundation for
the formation of pla% hitecture, key technologies and algorithms, which
satisfy the bjectl es:\the ‘maximum possible scheduling of the multi-attribute
combination stral |cat|on the optimization for energy consumption and
resources in cloud com g.

Keywords: @d platform; Cloud energy consumption; Multi-attribute;
Combinati nzTI_s;c duling

1. In ction

Q? scheduling technology provides a good basis for resource scheduling of cloud
ting[1], however, the more challenging questions in the cloud computing are big
data computing, high-frequency access, schedule of the ultra-large-scale computing tasks,
making it different from the traditional task scheduling based on distributed and grid
computing environment, Specific to these resource scheduling tasks, it is necessary to
fully take into account the multidimensional attribute constraint application tasks, data
center distribution, data distribution, but also consider the efficient use of physical
resources and energy optimization. Existing research sided separates the
application-specific properties, while considering task scheduling more neglected the
efficient use of the cloud resources and high-energy consumption problem.
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2. The Research Status

1.1 Research Status of Cloud Task Scheduling

Category 1 simply considers the cost optimization scheduling problem of individual
applications, but ignores the time, energy consumption, reliability, transmission cost and
other issues.

Chen Hongwei et al [2] proposed a scheduling algorithm considering the time and cost,
which solved the precedence relation between tasks and achieved the scheduling cost
optimization. Under the conditions of time constraints, but the scheduling algorithm
makes it difficult to efficient use of resources by Random task, resulting in a waste of
energy, Because a lot of time fragments to be produced in order to minimize the cost.
According to the market mechanism, starting with the economic interests of Jgﬁ;,énd
demand E:"

r

It proposed a market equilibrium scheduling algorithm, achieved a mm evenue

to the resource providers, a utility maximization to us a ma rium of a
resource between supply and demand under the cond S f th %I allocation of
resources|[3]. &)

Ying chun yuan et al [4-8]

(O Proposed scheduling algorithm DBL based on Iaye se Computed nodes
depth from back to front and assigned th@’ to the e group in which the tasks
complete with the synchronlzatlon feat S reduu e total cost of service and

improving the performance, There so S not taken into account such as
the balance of the deadline and t workflow applications,the failure

service failures.

@ Proposed a time- optlm ion algor |n a cost-constrained workflow and a
slicing algorithm from h the f nd reverse, to exchange the minimum
completion time for, a um re of the total cost. But the algorithm did not

consider the overh e tran on required for.
(3 Proposed _Op“@ method based on the serial reduction algorithm,
f

redefined th the gro he serial reduction, achieved the cost optimization
within group s impkoving the average performance and saving the cost. However, the
algorithm did not considerthe time-consuming that the transmission required.

Can-can Liu[9] ﬁbposed the timing characteristics in workflow and a scheduling
algorithm using erse hierarchical which is based on the task timing-constraints of
the same deadlineto ensure the workflow target with the timing-constraints by setting the
consistent &%point,solved the limited use problems of the reverse layered and optimized
the imple Ing Costs.

@ s@d algorithm BFTCS, considered the timing characteristics of the workflow, the
tl’@xibility of the task as a priority rule be added to the iterative algorithm,slowed
down the growth of the workflow and optimized the implementing costs.

Based on the Amazon EC2, charged based on the amount of the individual
consumption, such as CPU, Memory and disk space, The use of cloud resources to meet
the user to maximize the quality of service as the starting point. [10, 11]

Chunlin Li[12] designed an algorithm for cloud computing software and services,
maximized profits while optimizing the cloud service configuration of resources and
meeting the service delivery, but the algorithm ignores the time characteristics to
consider.

Above algorithms achieved the cost optimization at the expense of execution time and
energy by taking long-distance transmission and other measures, but some problems did
not been considered such as Synchronous and parallel of the tasks, time and cost of
inter-task communication
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Simply consider the time optimization problem.

Optimized time through rational distribution, fuzzy clustering, satisfaction, linear
programming, but did not consider the cost of energy consumption, scheduling overhead,
reliability, cost, dynamics of tasks, stability, security and so on.

Kliazovich, D. et al. [13] focused on the layout method of data between different data
centers in the cloud computing environments, reduced time overhead the transmission
caused, but it is only discussed from storage resources and network bandwidth, did not
save energy though the data layout is more reasonable.

Yl Kan et al [14] studied and proposed a task distributing algorithm based on load
balancing, reduced the response time, but ignored the scheduling overhead, exception
handling issues and so on.

Lijun Zhang, proposed an earliest completion time scheduling algorithm which used
the Multi-service quality value as a priority constraint. For the multi-QoS needs ch
user, making unified measurement and then use the metrics of these nee task
precedence constraints, the algorithm reduced the time span in the process{of duling.

Xi Li[15], proposed the concept of deadline s%i» tion, t scheduling

algorithm- DSESAW was designed based on satisfacti ccor, in he priority of
ptasks dun execution of a
deadli he workflow been

subtasks, determined the candidate resources -
described as a problem of a constrained nonllgar programm nd solved the problem

workflow. The problem of partitioning the g -
by the existing methods. Improved the per ce of a ta ility and time guaranteed
aspect, but did not consider the reliabilit}, ges and o erV|ce indicators.

JianNing Lin(@ proposed a sched 69 gonth@ed on genetic algorithm, using the
simple coding to get the chrom t y rel he tasks and sorting according to
the depth,only considered the ege on tlme e tasks run on the resources ,and the
transmission delay between resturces, the %amlc changes of the resource loading and
stability are not taken into agcount.

@ proposed a heur, Igorith d decision path, get the scheduling scheme
using the Normal xﬁgmg Al at first, generating tasks of scheduling decision
and the path,then ulin %%‘swe tasks ahead of schedule as soon as possible and
running the . tasks e idle periods of resources by using the heuristic
algorithm. A e the t shorten the convergence time of the task, at the same time
the same time the meth determining the deadlock been given.

Experimental resélf8 show that the new algorithm is superior to other heuristic
algorithms. Algovi saves time overhead, but slightly worse than the genetic algorithm

in performance.
Chen J%proposed a scheduling algorithm senior who combined with time
constrain work bandwidth, and the prediction mechanism, the shorter length of the
sC the higher user satisfaction, achieved a double QOS scheduling, but only to
v@he validity of the algorithm does not achieve the specific optimization.

gang chen[11, 16]In order to improve scheduling performance presented a
scheduling algorithm multidimensional performance clustering of the resource,
constructed the hyper graph of the service's resources at first, clustering around the
resources multidimensional, matching the tasks and clustered resources and scheduling,
the task completion time shortened, improved performance, but did not consider the
aspects of safety and dynamic of the task.

Xiao Li Chen[17] proposed a heterogeneous task scheduling algorithm of fuzzy
clustering, divided the network resources reasonably and reduced the time of matching
resources.

With the increasing scale of the task, the high superiority is displayed, but the
algorithm does not consider the dynamic changes such as the reliability of links,
communication ability.
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Achieving the time scheduling algorithm basically through the rational layout and the
initial linear programming. However, there were lacked of consideration of transmission
overhead, dynamic characteristics of the network and multiple performance indicators the
in the task scheduling processes.

Garcia-Arenas, M., et al [18] proposed a fill in the blank copies of the data allocation
algorithm. According to the frequency of the agent by which the resource is stored,
making a reasonable distribution of the copies of the data. Achieved the optimal
efficiency with the minimal overhead.

However, the algorithm does not consider computing and throughout capacities of the
proxy nodes, and the cost required for transmission, and how to allocate the new data unit.
Xin jun Wang, proposed a heuristic algorithm for data distribution, reducing
communication costs and improving efficiency, but does not consider the diffegence, of
computing power between the nodes.

Akon, M., et al. [19, 20] proposed a scheduling algorithm based on P %d, the
optimal network scheduling scheme, but lack of consideration above servi@ erties.
Heidi Liu, proposed a hierarchical genetic algorith edlize the scheduling,
optimized at the diversity of population, the conve of the ithm and the
convergence rate, improved the efficiency of genetiesglgorithm mébqijybcy and speed, but

tgsks

lack of consideration of the dynamic random cha % stics :

Proposed the task resource allocation map agcording to thetask’dependency, according
to the optimal selection from the task r@t forwartl.a scheduling algorithm, the
algorithm has advantages in case of Iard transfersﬁa large difference of the task
resources.

Yuan Lin[21], proposed a co ive algorithm and the concepts of
satisfaction, to allocate resou C recomm& the resources to a user through the

use history, improved the ef ic %
However, the algorlt?ﬁes not Iﬁg omputing and throughout capacities of the

proxy nodes, and cost r d for t sion, and without considering how to allocate
the new data units 0} erence f puting power between nodes, the randomness of
the dynamic tasks A%\e ecu Q%}e small amount tasks and so on.

Scheduling n zatlon esource utilization, the success rate of the service
requests, acc- etc.

The scheduling res
algorithm in the envi

for m * n environment, proposed the Nash equilibrium
nt, raising the number of the completed tasks in unit time and
the average load i orks and systems, but received only an approximate value and
does not prove t nvergence of the algorithm[14].

Wu Zh%gt al[22] proposed a hierarchical model of QOS, designed a simulation
system resource management, measuring the QOS parameters on the virtual tissue
layer, @ved algorithm MIN-MIN, improved the utilization of resources and the

te of service requests effectively. But the algorithm did not consider other
net parameters except the time, the utilization.

Dasgupta, P., et al. [23] proposed changed regions activated scheduling algorithm
designed for the dynamic scheduling problem in the distributed environments, solved the
dynamic scheduling sequence, improved the reuse efficiency and accuracy in designing
resources.

The schedule about resource utilization did not consider the convergence of the
algorithm, time, efficiency, cost, energy consumption and other service expenses.

Scheduling algorithm considered the work load and load balancing.

Deboosere, L., et al [24] proposed random multi-start climbing algorithm for no
center scheduling framework, choice the origin by the exponential growth of the
repetitions that were generated in selecting a neighbor randomly, adjusted the workload
flexibly, optimized the global node choosing effectively, optimizing the execution
performance,
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Even so, it did not take into account the overhead of scheduling and the conditions
with very light network load.

Schedule related to faulting - tolerance, reliability.

Literature from Cong Feng Jiang, proposed a safe and fault-tolerant scheduling
algorithm, adjusting the number of task backups adaptively based security level of the
network systems, rescheduling the failed tasks, improving the success rate of the tasks,
within good fault-tolerance and scalability.

Hai Jin and other scholars presented a stochastic Petri net model from the
fault-tolerance, through assignment and selection of the tasks, analyzed the fault-tolerant
computing performance index, reflecting the impact of the fault on the mission, but the
specific measures did not be given.

Deboosere, L., et al. [25-28] proposed a scheduling algorithm, using the re nda Gy
and the mtelllgent agent technology to solve the problem of load balanci
fault-tolerance effectively, but does not consider the cost (such as perfor %ﬂ cost)
issues arising from fault-tolerance and dynamic equilibrium.

Peng Xiao, Proposed collaborative scheduling dﬂ.AI;PCF a e deadline

constraint, providing a service with reliable quality ass or tas uling, but it is
only a model and does not validate its feasibility. ‘&)

@Jlmg img’overhead, which are
related to fault-tolerance and reliability, also did not consider st overhead associated

Some scheduling algorithms rarely consider the
with fault-tolerance and dynamic equilibriu

1.2 Existing Problems Q)

(1) Lack of the research for uImg m based on the combination of the
multi_attribute constrained ource atlon
Existing studies did not hav thorb researches in scheduling based the

multi-constraint combinatjons and W e optimization. Lead research has great

limitations, cannot be e y suitabl e actual situation in the cloud applications;
While it only ¢ \g ed its b|I|ty in the applications, ignored the effective
tlon of the cloud resources, so that reduced the

utilization and t ergy
practical and
(2) Withole=the su @Iy considering the effect on the scheduling strategy that

is from the specific ty, he tasks.

In the past, sche without the sufficiently considering the effect on the scheduling
strategy that is f e specific type of the tasks[29-32].

Because, they ave the most frequent types in cloud computing, including the big data
computin igh-frequency access and the ultra-large-scale data computation. Its span
of the me and energy consumption is so wide in all these calculations. It is critical
hg @yout the initial data based the application type and how to set the storage
Ic@ and the node position.However, it has not been solved in the existing studies.

3. The Research on the Hierarchy of Task Scheduling in Cloud
Considering the Multiple Constraints-Energy Consumption

The Cloud platform maximizes mission satisfaction of the resource requests, and
supervises the software and the hardware resources for the cloud tasks, by Gathering a
wide range of physical resources.

As it can be seen from Figure 1, the macro indicators of the cloud self-optimization
include: the number of the tasks accepted, Energy consumption of cloud platform,
available resources of Cloud platforms.

The Energy consumption presents a growing trend with the increased number of the
tasks accepted, while the amount of the resources available shows a downward
trend[33,34].
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So we must schedule effectively to the physical resources, including reservation,
distribution, and recycling, to determine the maximum number of the tasks accepted, and
the service can achieve in a limited amount of energy and resources.

A

value Task number/amount

Energy

[ ]
le resource number x)
Time 6

Figure 1. Optimize Goals of Schedulin i S@X ; %&Iatform

The Executable attribute bounds are more co tha bmltted to the cloud
platform from the individual applications, wi e different representations, the different
calculation methods, different measur,p stems And it is more difficult

scheduling for resource with multi-com m} attrlb
Figure 2, the main task of the res the efficient use and recycling of

resources and to optimize e% mptlo es% ively, which is achieved based the
e

multi-attribute constraint a es of t dividual applications, a reasonable
allocation of physical resources Ifi‘the clo d@d guaranteed the Executable Constraint.
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igure 2. Logic Diagram of Combination Scheduling and Resource
Optimization

6°)O

Since the uncertainty of the multi-attribute constrained combinations from individual
applications in the cloud, the amount of available resources gradually reduced with the
increase in the number of applications accepted, which will lead to a decrease of the rate
of successful scheduling in applications with a high-dimensional constrained composite.

In which chances where the specific constraints are used tolerably, and the Service are
able to downgrade. User got the result of the schedule from the user applications based on
the current resources and state in the cloud, then giving the results back to cloud platforms
after making some adjustments to the constrained combinations, then the cloud platform
scheduled recursively.

In order to enhance the success rate of application scheduling and increase the service
throughput in the cloud platform. Process is shown in Figure 3.
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3.1 Optimizing the Scheduli aggr

Combined with prior kngwledge, stati %P analysis and optimization theory, got the
specific scheduling poli differe@ of tasks and its multi- attributes.

For high-energy,ap ons accordiag to the initial layout of the type of research data,
data center set up ed nodeld%tribution.

According e ﬂ@user‘s atiribute constraints, researching how to achieve the
maximum slmg f tasks using heuristic, feedback, iterative method, while
optimizing the €nergy a resource effectively.

The Scheduling schedule the resources mainly based the multi-attribute
constraints from th ication requests.

The Scheduli rgets-optimizing the energy and the resource after ensuring the

greatest possiple of success scheduling; and transferring the data generated by scheduling
and the serwiCe-results to the virtual resources layer and the presentation layer.

Inog achieve maximum scheduling of the tasks, giving priority to high-priority
a onstraint within the tolerance threshold that is given by multi- attributes of the

ap tion, and estimating the total cost of a service according to the result in each
constraint of the scheduling-fit line.

The research has come to a scheme based the multi-attribute threshold adjusting and
the heuristic, when the scheduling-fit line with a Reasonable deviation. Beyond the
tolerance threshold. Further to maximize services receiving in the mode of feedback and
iterative scheduling.
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Figure 4. Logic Diagram of Multidimensional Constraint Co@ tion
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4, Summary

In order to solve the problems of ener umptl }f -attributes combination
scheduling and resource optimization,® per pre Four Tier Architecture, the
presentation layer, resource schedul yer, .re virtualization layer and the
physical resources hyper esthetical pre n Iayer and its formal description
model analyzed the issu ing the e Composition of multi-attribute,
measurement methods, compﬁ% theory e sCheduling theory proposed in the paper
based on virtual resources er and the ation layer, unlike the traditional research,
which best meet the mu rlbute @g nt of the tasks using the heuristics, feedback,

iterative mechanis timizing gy consumption and resources so that improved
the overall servicg ptance Aﬁserwce guality. And laid the foundation for the
formation of 0 tecture, key technologies and algorithms, which satisfy
the multiplectives: aX|mum possible scheduling of the multi-attribute
combination i ication, the optimization for energy consumption and
resources in cloud co
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