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Abstract
Due to the low recognition accuracy, the remote meter reading technol ased on

camera direct reading has been developed slowly. AIt h\there is of features
data for recognizing digit in image using BP neural ne ome o%&annot be used
to recognize digit accurately. Moreover, the BP n o@has a sw of convergence,
low accuracy and easily fall into local minimu@ olve e questions, a new
digit recognition algorithm of meter based on_ro set a’%{ al network which are
optimized by genetic algorithm is proposed. éimprove ic rough set algorithm is
used for reducing the data, and then th imum fea ttrlbute sets after reduction

are input to genetic neural network f tifying he experimental results show
that the algorithm can effectlvely I the giﬁsr f deC|S|on attributes and simplify
an

the structure of the neural netvi i h high catlon accuracy and short training
time, which improve the gen tion apll robustness of the neural network.

Keywords: dlglt reco n; geng& orithm; rough set; neural network; attribute
reduction

1. Introdu

With the opme @mart home, intelligent meter reading system has been paid
great attention. The I b\‘, of things is prompting the coming of the era of “Internet of
meters” which uni household gas meter, water meter and electric meter. In the
large-scale data ;&cs, the digit recognition of the meter is a very important part of the
whole intelligent ¥Internet of meters”, so it has become a hot research topic for many
years [ %t recognition generally uses the traditional methods of feature matching
and fe@mriminaﬁon, but the recognition rate of these methods is not high [3-
5] Wit rapid development of neural network technology, it itself has a high degree of
p%ism, strong self-organizing ability and fault tolerance, and better noise interference
suppression ability to open up a new route for rapid and accurate digit recognition [6, 7].
However, neural network has a lot of local extreme points because of highly complex
nonlinear structure and its training process is easy to fall into local extremum under large
amounts of data. It not only seriously affects the convergence speed, but also may lead to
training error converge to local optimal solution rather than global optimal solution,
which will impact on the performance of the neural network seriously [8, 9]. Moreover, if
the feature data redundancies are too many, it easily results in longer training time of BP
neural network, overtraining and even completely unable to train.

Rough set theory can extract the characteristic more accurately as a powerful data
analysis theory in the process of data preprocessing. In the process of data preprocessing,
it can reduce the dimensions of the data set by using the reduction attribute of the rough
set theory. In the rough set theory, the attribute reduction is mainly under the premise of
keeping the classification ability of information system, deletes these unnecessary,
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unimportant or unrelated redundant attributes of the original decision system, so that
achieves the purpose of simplifying the data [10, 11]. Rough set theory can effectively
remove large amounts of redundant information existing in the training samples, and
extract important feature so as to reduce the vector dimensions of sample data and the
training time of neural network [12].The existing reduction algorithm, mainly from the
nucleus of rough set, uses heuristic search method to construct a reduction which contains
the minimum condition attributes, but the scope of application of this algorithm is limited
and complex [13].

On the basis of natural selection and genetic theory, genetic algorithm is an efficient
global optimization search algorithm that combines the survival of the fittest in the
process of biological evolution with random information exchange mechanism of group
internal chromosomes. It can automatically acquire and accumulate knowled& a?)ut
search space in the process of search, and adaptively control the search proces
achieve the optimal solution [14, 15]. Genetic algorithm combined with Work
also known as the genetic neural network. It not only can effec iv Iy the
generalization and mapping ability of neural ne %Ibut rcome the
shortcomings of slow convergence speed and easy to ol cal Imum point of
neural network [16]. Genetic reduction algorithm-i gorithm genetic algorithm
optimizes the attribute reduction of the rou t. It iciently reduce the
computational complexity and can quickly conmerge to global al solution.

For the digit recognition of no-pointer 'élake the meter for example), using
reduction ability of rough set for data a neural n rk with good fault tolerance

and adaptive ability in character recoghution, an thm based on rough set and neural
network which are optimized C@%y Alg% A) is proposed in this paper. This

algorithm can not only accu extract characteristics of digit to reduce
computational complexity, an orten the@tructure of the neural network, but also can
make the neural network @verge to.t al optimal solution quickly, overcome the

defects of BP networ@ ctively& improve the training speed and recognition

precision.

2. The Ba@ cepts a@) h Set Theory
0

Rough set ry is y about data analysis and inference, which is proposed by
the academician Z.P of Poland in 1982. This theory does not need quantity
description with ¢ characteristics or attributes given in advance and can effectively
analyze and dea@ imprecise, incomplete and inconsistent data. It also can find the
hidden relatighships between the data, discover the dependencies between objects and
attributes ate the importance of attributes for classification and extract useful data to
simpli@information [10, 11]. In order to construct the training sample and testing
S classification algorithm based on genetic rough set for meter character
rz%tion, we introduce the following definitions of the rough set.

Definition 1 S = (U, AV, T) is called an information system, where:

()Y s universe, namely the non-empty finite set of objects;
(2)A is the non-empty finite set of attributes;

(3)V UV Ve e A isihe range of information function;

4 fis the information function of information system;
If the attribute A can be divided into the condition attributes € and the decision

attributes D , that is © Ub=AclND=0
the decision table.

, then S is called the decision system or
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Definition 2 Given an information system® = (Y- AV ) “for any one attribute subset

X %Y the indiscernibility relation "N (P) on the attribute subset P is defined

as:
IND(P)={(xi,x].)|xi eU,x,eU,VaeP, f(x,a)= f(xj,a)}

1)
Obviously, meets the reflexivity, symmetry and transitivity, is an

equivalence relation onY . We commonly use U /P as the set constituted by all the
IND (P)

IND (P)

equivalence classes produced by the indiscernibility relation For

VXxe U [X]IND(P) :[X]P

Definition 3 Given a decision system s-w.cUpwv. , an equivalerz‘e tion

ReIND(K) on VX <= U and universe Y , the lower approximatiqns ubset X

with respect to R is defined as: 4% o

&z{X|(VXe U)/\([X]RgX)} Q\v V @)
The lower approximations R s also called a@ositiv&io of X with respect to

R, which is written for P°%x (X) angd DOS(Qy: 3(?)%
Definition 4 Given an information syste'n'\@ U AVN)Z P.Qc AReP

IND(P) = IND(P-{R}) ,&% @Q) 3)
se

we called R is unnecessamy i , otherwi is necessary. If every R € P R s
necessary in P P is independent, oﬂj%S e P is dependent or not independent.

Unnecessary attributes i @inform i tem are redundant and if removed from the
fication ability.

system, it will not cha system
Definition 5 C@] in@n system S=U,AV, ) , a cluster of equivalence

informatled System, for any © =P |if G is independent and

relations P@
IND(G) =1 P) ,G§g¥ined as a reduction of P and denoted as © € RED(P),
e

RED(P) j

where ction of all reduction components of P .

For a cluster Uivalence relations 7' Q@ = A <P jf IND(P)=IND(P-{R}) 4

collection b&ﬂ_l',the necessary knowledge in P is called as core of P to describe it say

CORE (F@

O
@ugh Set Attribute Reduction Algorithm based on Genetic
Algorithm Optimization

Genetic reduction algorithm is an algorithm which is optimized for rough set attribute
reduction algorithm by genetic algorithm for searching minimum relative reduction in the
decision system. The minimum relative reduction is the attributes set containing the least
number of conditional attributes in all the relative reduction of the attribute set. For a

decision system, there’s often more than one attribute reduction, the fewer number of
condition attributes, the more simple of the decision system.

3.1. The Selection of Fitness Function

In the genetic algorithm, the fitness function is used to evaluate the quality of the
individuals in the group. Individuals with high fitness can be more likely to be inherited to
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the next generation relative to individuals with low fitness. The form of the fitness
function directly determines the evolution behavior of group. According to the actual
requirements of this project, our improved fitness function is as follows:

F(x)=(@-a)f(x)+ah(x)=00-a){l- Car0'(><))+05 card(pos, (D))
card (C) card (pos_ (D))

(4)

This function consists of two parts, the first part F(X) s the objective function, where

card (x) card (C) is numbers of the condition

is numbers of 1 in individual X .
attribute € . The meaning of PO s the proportion of attributes that not mclude
individual X . The second part h(x) s penalty function, which is the pr

§ 7is the

condition attribute € to the decision attribute D in an mdmd%
proportional coefficient. The main function of F(x) % eethe corfdi umbers in
X as little as possible, the main function of h(x) \p cision attribute

support for condition in X as large as possible. 0@% function satisfies

the condition for obtaining minimum relative red -

3.2. The Implementation Process of the QRedu 1‘% Algorithm

The process of genetic reduction a 1{ basw(;tt bute dependency:

Input information: the d @ system \ CUD.V. ) after continuous
attribute discretization.

Output information: the@mon sy@ttrlbute reduction.

(1) Calculate th@ncy of: d)&s on attributes D relative to condition attributes
C

) Calc the n@ée core CORE(C) jor CORE(C) =D foracC jf
r(€ —{a},D)=r(C, ORE(C) js the minimum relative reduction.

(3) Generatin ithal population, randomly generating t initial population that be
composed of  individuals represented by the binary string whose length is M (the
number of@?}.&ional attributes). For the attributes in the core, the corresponding bit is 1,
and the o its are randomly selected from 0 or 1.

aculate the fitness value. For each chromosome in population, calculate the
de ence of the decision attribute for the condition attribute for each individual.
Calculate the fitness of each individual according to the fitness function FOO
(5) Selection operation. Calculate the probability of each individual that is selected by
way of roulette wheel, then construct a new population.

(6) Crossover operation, according to the crossover probability P, , makes crossover
operation for population by way of single point crossover, then obtain a new population
made of new chromosomes .

(7) Mutation operation, according to the mutation probability Pm, make mutation
operation for population by the way of basic bit mutation, then obtain a new population.
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(8) Modification and check, according to the optimal preservation strategy, make the
best individual copy to the next generation, and save the best individual.

(9) Termination conditions, judge whether satisfy the end condition, if the algorithm is
not satisfied, then return (4) and continue to iteration.

4. BP Neural Network based on Genetic Algorithm Optimization

4.1. The Basic Principles of Genetic Neural Network

In the combination of genetic algorithm and BP neural network, there are fn
forms: one is under the condition of the fixed network topology, using geneti thm
to optimize the weights of neural network; Another is using genetic algorithm t optimize
the network topology, and then to optimize the network par meters. Fg ecognition
system of this paper, we can determine the BP neural topoloe§ ough repeated

network test, so this paper optimizes the initial We"@ d threshoddS of the neural
network by genetic algorithm. Q
4.2. The Learning Process based on Genethlgorithm t&fnize the Weights and
Thresholds of Neural Network R 'NC‘)

In this paper, we use three layers twork. Ii@9the output of the 1 th node in the
input layer. i s the outpﬂt@ th nod '\he hidden layer. O s the output of
the i th node in the output layer . WIH ‘U@e connection weight between the 1 th node

in the input layer and they’ th node’f% hidden layer. WHO, is the weight between
the Jth node int en Iayen%j the tth node in the output layer. GA-BP algorithm

flow chart is shayt Figure‘i@
@ procemf A-BP algorithm, combined with the optimization of the
rk, the following specific steps can be obtained:

WIH WHO .

@ Initializatl@@ulation P . Initialize crossover scale, crossover probability Pc,
mutation p%:l?‘i me and any " and " In the encoding, using binary

encoding, itial population is 40 in this paper.

2 late the fitness function of each individual, choose network individual
to the following probabilities:
f

5)

where 't is the fitness value of the individual | , Which is measured by error square sum
E | namely

f(i) = L
E (i) (6)
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E@M=Y Y (v,-T)
p=1 k=1 (7)

i=1,",N k=1",q

is the chromosome number. is the node number in

=1, . m

where
the output layer. P is the learning sample number . Vi is the desired output

of the network. '* is the actual output of the network.

(3) Crossover operation for individuals G and Cin by using the cross probability

P to generate new individuals ©i and ©w:. Those without the crossover Wc?n
are directly copied.

(4) Mutation operation for individual ¢ by using ti%nutatio%gaity Pn to
generate a new individual ¢ . ,Q\

(5) Insert the new individual into the populati@, and @}ﬁwe fitness function

of the new individual.

(6) To determine whether the algorithn@ er, if fi@satisfactory individual, then
the end, otherwise go to step (3). \

Algorithm is over, if reachin @t p%}%e index, the optimized network

connection weight can be obtaiget=after decoting” from the best individual in the final

group. .
0.4 \f\\% i
Initializ.atiw:oding Wights _|Get  weights  and
net

and t of neur ork " thresholds by decoding

Weights and thresholds
assigned to neural network
for training and testing

Accuracy
equirement ?

Calculate error correction ,
weights And thresholds
correction value

Figure 1. GA-BP Algorithm Flow Diagram

Initiali a@ population P

te the fitness function
of each individual

‘\\L ] +
: Selection, Crossover
PQuDa’ﬁon !
and Mutation

aximum genetic
algebra 200 ?

5. The Simulation Experiment and Result Analysis of Digit Recognition
for Meter Image

To verify the validity of our improved algorithm in this paper, we firstly preprocess the
collected gas meter image and extract the feature vectors of digit characters. However, if
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directly put these feature vectors as the input of the neural network, it will undoubtedly
become sharp complex and large of the network, and prolong the training time. After
extracting features, in order to enhance the recognition efficiency and accuracy of the
network, we remove redundant characteristics to input those key information which best
reflect the digit characteristics into the neural network. Therefore, we begin to construct
the decision system of rough set after extracting feature, and use genetic rough set for
attribute reduction of decision system, then divide minimum feature attribute set after
reduction into training samples and testing samples, and make those sample data input
genetic neural network which is used for recognizing the digit and then output the result.
The system model of meter image recognition based on rough set and neural network

optimized by genetic algorithm is shown in Figure 2.

Gas meter image Image Feature extraction and
- —> . - '\
acquisition preprocessing construct decision syster{\’
A O :
F%get@ red tion‘¢
d\ algoritr& )
7 Yy
&w
Result output < Genetic ne \ g Mlnlm_%« eature
ACinstnbutes

ngtwgriey
N/ NY
Figure 2. System Model of Me@:\ge @nition based on Rough Set
and Neural Nthwoé timi% enetic Algorithm

5.1. Image preprocessing \%

Collect gas meteredi ages in K\%‘qual environment. However, for some reasons,
the collected imag nducive'to identify digit accurately, such as camera installation
tilt or the non-uni and %ghtness of the images. Image preprocessing is used
for enhancirm s and eliminating the noise of images and binarization processing,
It

using the fi hniq t@iminate the noise which is inevitably introduced during the
image acquisition p{%@ Extracting information by binarization, the target and

rated to improve image quality for the subsequent recognition

background will b
[17,18]. ,&

These 60 gas Wneter dial images are chose in different light, different angle and
different d%on, and then respectively adding 0.1, 0.2, 0.3 noise to produce a total of
240 initj ples. The target images are segmented by the tilt correction and the region
lo 'o&hrough binarization processing and filtering, and then the combination of
v% and horizontal projection and normalization method to segment to produce each
size 0f 44 x 28 character image. Character images are thinned by the Roberts edge
detection operator for reducing the number of pixels. Each gas meter dial image extract 7
digit characters and 1600 are randomly selected from all digit characters, one of 1200 as
the training sample, 400 as testing samples. Part of the process of image preprocessing is
shown in Figure 3. The image preprocessing is not the key that we study in this paper, so
we don't do detailed descriptions.
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QK3000 &z
BLs K

21514]61819]7

(d) 44 x 28 images after segmentation and normalizati ima
Figure 3. Part of the Process o ge P@essing
5.2. Character Feature Extraction \c‘)
Feature extraction is the first s @ @&ognltlon and its goal is to get a
to repres

vector Thrta "t} \hich he original digital characters, so the
selection of feature extractlo hod is @portant factor that affects the recognition
rate.

Considering the co recog accuracy and eigenvector dimension and the
need of experlme ape pt many feature extraction methods to extract the
feature vector a ng a g&gg samples of the neural network. The coarse grid
feature extr used t mént 44x28 digit images into 2x7 small area which

number is 88} thenaga ate the percentage of image pixels in every area. The pixel
ratio feature extractlon @ed to calculate digit image pixels as a percentage of all pixels
of images. The stru eature extraction is to extract the number of intersections in the
vertical midline@cal 1/4, vertical 3/4, horizontal midline, horizontal 1/3, horizontal
2/3, leadin gopal and minor diagonal, obtaining a total of 8 structure features. The
stroke den%eatures is to scan digit in different directions and every 4 rows of
Iongltudl d transverse is scanned respectively, obtaining a total of 18 feature values.

o e@lt y, a total of 115 dimensional feature vectors represent every one digital

5.3. Attribute Reduction of the Feature Vector based on Genetic Rough Set

The universe Y includes the total number of 1600 characters. The condition attribute

C={¢,:¢,."" €115} includes 88 dimensional coarse grid, 1 dimensional pixel ratio, 8

dimensional structural features and 18 dimensional density features. The decision attribute

D ={0.1"".9} is corresponding to the 10 numbers. Relative reductions

{C46’C79’CSZ’CSQ’091’094’097’C106’0112}

which are the minimum condition attribute

relative to decision attribute D are obtained by genetic reduction algorithm, where
include 3 dimensional coarse grid, 1 dimensional pixel ratio, 3 dimensional structural
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features and 2 dimensional density features. Part of the reduction results are shown in
table 1.

Table 1. Part of the Reduction Results of Meter Digital Feature Vector

sample C,e C., c,, c,, C,, c,, c,, Clo C.y, digit
1 0183 | 4 | 4 | 5 | 0286 | 0357 | 0.643 | 0170 | 0091 | o©
2 0093 | 6 | 3 | 3 | 0214 | 0286 | 0357 | 0071 | 0017 | 1
3 0171 | 7 | 3 | 3 | 0357 | 0571 | 0.214 | 0125 | 0210 | 2
4 0182 | 5 | 2 | 6 | 0286 | 0420 | 0.071 | 0161 | 0.12Q |, @
5 0134 | 4 | 3 | 4 | o571 | 0357 | 0.714 | 0.089 d@g.;\/ 4
6 01479 | 5 | 8 | 5 | 0500 | 0286 | 0571 | o107( |48 | s
7 0188 | 3 | 2 | 6 | 0357 | o A @%}'/0.108 6
8 0122 | 1 | 2 | 4 0 \ 5586 ”ﬁgﬁ 0222 | 7
9 0100 | 4 | 5 | 6 0 @g 0495 | )d179 | 0125 | 8
10 0184 | 8 | 4 | 5 | 035%(\0429_ 021 | 0205 | 0125 | 9

I RO
5.4. Digit Recognition based on the G% Neura@e ork
ose

The three layer BP neural net Z&c \p includes the input layer, the hidden
layer and the output layer. [oSv iy the su ity of our algorithm, the number of
neurons in the input layer cho 115 and_9, respectively, corresponding to the feature

vectors of digits. The number of neyr i the output layer selects 10, adopting the
position order of “1”,re ively, that 18, the encoding way of 0000000001, 1000000000,
0

..., 0000000010 w f ten«digits which is 0,1,... , 9. Too many neurons in the
hidden layer can learpingtine is too long and too little may lead to poor fault
tolerance an ognitio%% for without the training samples. Taking all factors
as a whole a@ needyof©@ur algorithm, we find that recognition rate is the highest when

the number of neurons hidden layer is 10 after repeated training testing and error
comparison. Therefo number of neurons in the hidden layer takes 10.

To verify re ition accuracy and training speed of our improved algorithm, the
maximum @n time of the neural network takes 5000, the performance index of

training e set to 0.001 and maximum hereditary algebra is 200. The error of the
output j rmined by the following formula:
T (i) - R(i)
E% | ©
i=1,2,7",400

where is test sample serial number of the neural network;T (1) is the

actual output; R() s the desired output.

We input the training samples into BP neural network, the network made up of rough
sets and BP network, the network made up of rough sets and genetic neural network, and
the network made up of genetic rough set and genetic neural network, respectively.
Network is trained until the output error of network meets the convergence criteria or
meets preset conditions, and the training error curve diagrams of four kinds of neural
networks are shown in Figure 4.
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Bgest Validation Performance is 0.019045 at epoch 5000

- Bgast Validation Performance is 0.020041 at epoch 5000 ? 0
o 10 [4)
£ 3 £ L
< i1 . I~
§ e g g, . .
— - LT T ST avefa
g 10*2 =-=e=:=Train - :. : I:Ié 10'2 § == Train TR Sz
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=] — Test o
P | Best 9 Best

c
§ Goal 3 10* God : . . |
s w0 0 1000 2000 3000 4000 5000 2 0 1000 2000 8000 4000 S000
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(a) BP neural network (b) rough sets and BP network

Best Validation Performance is 0.0011249 at epoch 34 Best Validation Performance is 0.00083334 at epoch 23
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)
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34 Epochs
(c) rough sets and genetic neural network ough %d neural network optimized
etlc algorithm

Figure 4. Training Error C :; @%grar% ur Kinds of Neural Networks

The error curves of output ach neural network are obtained by formula (8) which
are shown in Figure 5 a utput the ition rate. Structure parameters, iterative
times until achieve the y tram;& aining time and recognition accuracy of each

neural network arew in table 3

$ 10 r\ % 10
Y 0 Al
=3 p=
s J l 5 ﬂ
S @
5 0 | g °
'E : 0 50 100 150 200 250 300 350 400

0 5 00 150 200 250 300 350 400 Sample number

Sample number
(,@SP neural network (b) rough sets and BP network

2 N g 10
3 ) g
2 E
3 ER]
“E k]
e [l I
L “ :
£ g’

0 50 100 150 200 250 300 350 400 =

Sample number 0 50 100 150 200 250 300 350 400
Sample number
(c) rough sets and genetic neural (d) rough set and neural network
network optimized

by genetic algorithm
Figure 5. Error Curve of the Output of Four Kinds of Neural Networks

Table 2. Comparisons of Four Kinds of Neural Network Parameters and
Recognition Results
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Type BP rough sets rough sets and rough set and neural
network and BP genetic neural network optimized by
network network genetic algorithm
input layer node 115 9 9 9
Hidden layer node 10 10 10 10
Output layer node 10 10 10 10
ultimate iterative 5000 5000 34 23
times
training time (s) 174.5879 129.6046 47.9241 23.8709
o
recognition 79.75% 87.25% 92.00% 99.25%\)
accuracy
As can be seen from the above results, network tralnmg time based éh set and
neural network which are optimized by genetic algorl tne fastés can quickly

converge to the target value, and the network structure ition accuracy

and re
is the highest. Even when repeated testing and tr erEoW index of training
n rea 09

error continues to decrease, the recognltlon accur

6. Conclusion

In order to solve the camera drre drng f hold gas meter, a character
recognition algorithm based on rou s an etworks which are optimized by
genetic algorithm is propose d aper B% s of attribute reduction of rough set
simplifies feature vector of c er and obtains the minimum feature attribute sets which
input into the neural netw k to identi |g|ts The whole process is optimized by
genetic algorithm to e Iy re number of decision attribute, simplify the
structure of the n er ork oid falling into a local minimum. Theoretical
analysis and srm resulty%ow that the algorithm can improve recognition
performance w

gher ro&? boost the anti-jamming capability and shorten the
training time he neuralsnetwork. It can be widely used for digit recognition of non-
pointer instrument dial n construct a universal character recognizer for household
instrument, which op a new way for realizing smart home and Internet of meter.
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