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Abstract 

Support vector machine(SVM) can effectively solve the classification problem with 

small samples, nonlinear and high dimensions, but it exits the weak generalization ability 

and low classification accuracy. So an improved genetic algorithm(IGA) is introduced in 

order to propose a new classification(IGASVM) method based on combining improved 

GA and SVM model. In the proposed IGASVM method, the self-adaptive control 

parameter strategy and improving convergence speed strategy are introduced into the 

GA to keep the diversity of the population, promptly reflect the premature convergence of 

the individual and escape from the local optimal solution for improving the search 

performance. Then the improved GA is used to optimize and determine the parameters of 

the SVM model in order to improve the learning ability and generalization ability of the 

SVM model for obtaining new classification (IGASVM) method. Finally, the experiment 

data is selected to test the effectiveness of the proposed IGASVM method. The experiment 

results show that the improved GA can effectively optimize and determine the parameters 

of the SVM model, and the IGASVM method takes on the better learning ability, 

generalization ability and classification accuracy.  
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1. Introduction 

The human beings have entered the period of information explosion in the 21st 

century.  people in various fields of scientific research and application, and even daily 

life can not take a large amount of data as a information source. However, now people 

have been unable to use the simple and intuitive methods to process data for extracting 

accurate information. So how to effectively mine practical value information from a large 

amount of data has become a research problem. The data classification is an important 

data analysis method. In order to solve the classification problem of information data, 

researchers have been studying and proposed a variety of data classification methods[1], 

such as neural network, support vector machine(SVM), k nearest neighbor method, 

Bayes, Adaboost and so on.  

From the use and result of these data analysis methods, the classification result 

of  SVM is best. The SVM classifier is a classification method based on statistical 

learning theory[2]. It is the principle of structural risk minimization. And it can 

better solve these classification methods with small sample, nonlinear, high 

dimension and so on, take on good generalization ability, overcome these problems 

of local optimal solution, large sample, slow convergence speed and so on in the 

neural network. It also has strong practicability. However, the SVM is a new method 

of machine learning, it exits the biggest problem that is the selection of kernel 

function and the optimization of parameters. For some data sets, the different kernel 

functions have similar effects on the final classification results, but for the other 

data sets, the selection of kernel functions will have an important impact on the 
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classification results. So a lot of researchers proposed many methods for improving 

the SVM model.  Fung and Mangasarian[3] proposed a concave minimization approach 

for classifying unlabeled data based on the  small representative percentage and linear 

support vector machine. Park and Zhang[4] proposed an approach for classifying large 

scale unstructured documents by incorporating both the lexical and the syntactic 

information of documents. Liu[5] proposed an active learning algorithm with support 

vector machine for performing active learning with support vector machine and applied 

the algorithm to gene expression profiles of colon cancer, lung cancer, and prostate 

cancer samples. Jayadeva et al.[6] proposed a multi-category extension of fuzzy proximal 

support vector machines, where a fuzzy membership is assigned to each data point. Jin et 

al.[7] proposed a genetic fuzzy feature transformation method for support vector 

machines (SVMs) to do more accurate data classification. Yang et al.[8] proposed a 

weighted support vector machine (WSVM) to improve the outlier sensitivity problem of 

standard support vector machine (SVM) for two-class data classification. The basic idea 

is to assign different weights to different data points such that the WSVM training 

algorithm learns the decision surface according to the relative importance of data points 

in the training data set. Li et al.[9] proposed a clustering algorithm for efficient learning. 

The method mainly categorizes data into clusters, and finds critical data in clusters as a 

substitute for the original data to reduce the computational complexity. Cervantes[10] 

proposed a novel SVM classification approach for large data sets by using minimum 

enclosing ball clustering.  Mathur and Foody[11] proposed a crop classification method 

based support vector machine with intelligently selected training data for an operational 

application. Essam[12] proposed a new accurate classifier based on Signal-to-Noise, 

support vector machine, Bayesian neural network and AdaBoost for data mining and 

classification. Li and Liu[13] proposed a new kernel generating method dependent on 

classifying related properties of the data structure itself. The new kernel concentrates on 

the similarity of paired data in classes, where the calculation of similarity is based on 

fuzzy theories. Ji et al.[14] introduced the support vector machine which the training 

examples are fuzzy input, and give some solving procedure of the Support vector 

machine with fuzzy training data. Jordi et al.[15] proposed two semisupervised one-class 

support vector machine (OC-SVM) classifiers for remote sensing applications. The first 

proposed algorithm is based on modifying the OC-SVM kernel by modeling the data 

marginal distribution with the graph Laplacian built with both labeled and unlabeled 

samples. The second one is based on a simple modification of the standard SVM cost 

function which penalizes more the errors made when classifying samples of the target 

class. Al-Ataby et al.[16] proposed several multi-resolution approaches employing the 

wavelet transform and texture analysis for de-noising and enhancing the quality of data to 

help in the automatic detection and classification of defects. Hwang et al.[17] proposed a 

new weighted approach on Lagrangian support vector machine for imbalanced data 

classification problem. The weight parameters are embedded in the Lagrangian SVM 

formulation. Jan et al.[18] proposed a mixed effects least squares support vector machine 

model to extend the standard LS-SVM classifier for handling longitudinal data. Tian et 

al.[19] proposed a new method based on support vector machine (SVM) and genetic 

algorithm (GA) to analyze signals of wound infection detection. Ahmed et al.[20] 

proposed to apply an ensemble of SVMs coupled with feature-subset selection methods 

to alleviate the curse of dimensionality associated with expression-based classification of 

DNA data in order to achieve stable and reliable results. Li et al.[21] proposed a novel 

SVM classification approach based on the random selection and de-clustering technique  

for large data sets. Chau et al.[22] proposed a novel method for SVM classification based 

on convex-concave hull and support vector machine, called convex-concave hull SVM 

(CCH-SVM). Li et al.[23] proposed a probabilistic support vector machine (PSVM) to 

capture the probabilistic information of the separating margin and formulate the decision 

function within such a noisy environment. Wei et al.[24] proposed a least squares support 
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vector machine with L1 norm (LS-SVM-L1) to deal with above shortcomings. This 

method is equivalent to solve a linear equation set with deficient rank just like the over 

complete problem in independent component analysis (ICA). Xu et al.[25] proposed a 

model based on particle swarm optimization (PSO) and support vector machine (SVM) 

for using in the classification of a large, imbalanced dataset. This model is referred to as 

the PSO-SVM (particle swarm optimization-based support vector machine) model. 

Zhang et al.[26] proposed a scaling kernel-based support vector machine (SVM) 

approach to deal with the multi-class imbalanced data classification problem and a 

scaling kernel function and calculate its parameters using the chi-square test and 

weighting factors. Bordoloi and Tiwari[27] proposed a multi-fault classification of gears 

based on support vector machine (SVM) learning techniques with the help of time-

frequency (wavelet) vibration data. Cervantes et al.[28] proposed a genetic algorithm 

(GA)-based classification method. A draft hyperplane and support vectors are first 

generated by SVMs. Then, GA is applied to compensate the imbalanced data. Shao et 

al.[29] proposed an efficient weighted Lagrangian twin support vector machine 

(WLTSVM) for the imbalanced data classification based on using different training 

points for constructing the two proximal hyperplanes. Maldonado and López[30] 

proposed a novel second-order cone programming (SOCP) formulation, based on the LP-

SVM formulation principle: the bound of the VC dimension is loosened properly using 

the l-norm, and the margin is directly maximized using two margin variables associated 

with each class. Peng and Xu[31] proposed a structural regularized PTSVM (SRPTSVM) 

classifier for binary classification. This proposed SRPTSVM focuses on the cluster-based 

structural information of the corresponding class in each optimization problem, which is 

vital for designing a good classifier in different real-world problems. Rebentrost et al.[32] 

proposed an optimized binary classifier, called quantum support vector machine for big 

data classification. Jorge et al.[33] proposed a novel contextual classifier based on a 

Support Vector Machine (SVM) and an Evolutionary Majority Voting (SVM-EMV) to 

develop thematic maps from LiDAR and imagery data. Subsequently, the performance of 

SVM-EMV is compared to that achieved by a pixel-based SVM as well as to a contextual 

classified based on SVM and MRF. Tomar and Agarwal[34] proposed an effective 

Weighted Multi-class Least Squares Twin Support Vector Machine (WMLSTSVM) 

approach to address the problem of imbalanced data classification for multi class. This 

research work employs appropriate weight setting in loss function. Hejazi et al.[35] 

proposed an experimental study on multiclass Support Vector Machine (SVM) methods 

over a cardiac arrhythmia dataset that has missing attribute values for electrocardiogram 

(ECG) diagnostic application. Hüseyin et al.[36] proposed an effective classification 

approach based on k-means and least square support vector machine  to classify 

harmonic data. Mohd Pozi et al.[37] proposed a new optimization task based on genetic 

programming, built on top of support vector machine, in order to improve the 

classification rate for minority class without significant reduction on accuracy metric. 

Shounak and Swagatam[38] proposed a Near-Bayesian Support Vector Machine 

(NBSVM) for such imbalanced classification problems, by combining the philosophies 

of decision boundary shift and unequal regularization costs.  

The genetic algorithm(GA)is a population-based stochastic search technique. It is an 

ideal method for solving optimization problem, and takes on high optimization efficiency 

and is easy to jump out the local sub optimal solution. But in the process of solving 

optimization problem, it exits poor local search ability, which leads to the time-

consuming and lower search efficiency in the later stage of evolution. So a self-adaptive 

control parameter strategy and improving convergence speed strategy are 

introduced into the GA in order to keep the diversity of the population, promptly 

reflect the premature convergence of the individual and escape from the local 

optimal solution for improving the search performance. Then the improved GA is 

used to optimize the parameters of kernel function and penalty factor in order to 
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propose a new classification(IGASVM) method for improving the operation speed 

and classification precision. 

The rest of this paper is organized as follows. Section 2 briefly introduces the  

GA and SVM model. Section 3 proposed an improved GA. Section 4 presents a new 

classification(IGASVM) method based on improved GA and SVM model. In this 

section, the idea of the IGASVM method is introduced in detail. Section 5  is 

experiment and simulation analysis. Finally, the conclusions are discussed in 

Section 6. 

 

2. GA and SVM  
 

2.1. Genetic Algorithm 

The GA[39] is a class of population-based stochastic search technique that is used to 

solve the complex problems by imitating processes observed during natural evolution. 

The GA is based on the principle of the survival and reproduction of the fitness. It is a 

parallel iterative algorithm with certain learning ability, which repeats the evaluation, 

selection, crossover and mutation operator until the stopping criteria is reached. A fitness 

function is used to evaluate the fitness value of each chromosome. A real-coded GA is a 

genetic representation that uses a vector of floating-point numbers instead of 0 and 1 for 

implementing chromosome encoding. The crossover operator of a real-coded GA is 

performed by using the concept of convex combination. The random mutation operator is 

used to change the gene with one random number. Assuming that we employ GA to 

search for the largest fitness value with the given fitness function, shown in Figure 1. 

Initialize the  population

Calculate  fitness value

End condition ？ Y

Do crossover operation

Do mutation operation

Do selection operation

Obtain optimal  solution

N

 

Figure 1. Searching of the GA 

 

2.2. Support Vector Machine(SVM) 

Support vector machine (SVM) [2], introduced by Vapnik is one of the popular tools 

for a supervised machine learning method based on structural risk minimization. The 

basic characteristic of SVM is to map the original nonlinear data into a higher-

dimensional feature space where a hyperplane is constructed to bisect two classes of data 

and maximize the margin of separation between itself and those points lying nearest to it 

(the support vectors). The hyperplane should be used as the basis for classifying 

unknown data. The LS-SVM model is to use the least square linear system as the loss 

function, the inequality constraints is revised the equality constraints in the standard 

SVM. 
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There are several kernel functions, such as linear kernel function, polynomial kernel 

function, radial basis kernel function(RBF), Sigmoid kernel function and Fourier kernel 

function and so on. For the data classification of different system, there has the 

corresponding optimal kernel function. Because the RBF has the advantages of simple 

form, symmetry radial, good smoothness and analyticity and so on. So the RBF is 

selected to be regarded as kernel function of the SVM model. The specific express of the 

RBF is shown as follows: 
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The regularization parameter(  ) is an important parameters in the SVM regression 

model. Their selection directly influences the learning ability and generalization 

performance. 

 

3. An Improved GA 
 

3.1. Self-Adaptive Control Parameter Strategy 

In order to balance the search range and search ability of the GA, a self-adaptive 

control parameter strategy is introduced into the GA in order to keep the diversity of the 

population, promptly reflect the premature convergence of the individual and escape 

from the local optimal solution for improving the search performance. )( tf  is the fitness 

value of the individual, )( tf  is the average fitness value of the population, )( tf  is the 
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 is the used function value of 

mutation individual. 
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3.2. Improving Convergence Speed Strategy 

The fitness degree is adjusted to avoid the premature convergence and stagnation 

phenomenon in the late stage of the search in this paper. The average value of the 

population )( tf  and variance are defined as follows: 

N
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where 
i

f  is fitness value of the 
th

i individual, N is the size of the population. 

The fitness value in the GA is a criterion for evaluating individual quality. The 

selection of the individual with a certain probability is according to the fitness of the 

individual. If the fitness value of the individual is larger, the individual is more likely to 

be repeated selection, and the fitness of the individual is smaller, the individual is not 

selected. This will realize the survival of the fittest.  

 

4. A New Classification(IGASVM) Method 

The kernel function of support vector machine is to convert the nonlinear 

separable sample into linear separable feature space. The selected different kernel 

generates the different classification superplane of SVM. So the change of kernel 

function can make the SVM with larger difference, it directly affects the 

performance of SVM. And the change of the kernel function parameter   actually 

alters the parameter of mapping function and function relation, and also alters the 

complexity of sample mapping feature space. So the performance of SVM is also 

influenced by the kernel function parameter  . At the same time, the penalty 

factor C  is to realize a compromise between the proportion of error sample and the 

complexity of algorithm. In the determined feature subspace, the proportion of the 

learning machine's confidence range and the empirical risk is adjusted to control the 

generalization ability of SVM. Genetic algorithm is a random search algorithm by 

referencing the natural selection and natural genetic mechanism in the biological 

community. It is widely used to solve the optimization problem. Its superiority is 

mainly described: the characteristics of population search and intrinsic heuristic 

random search, the inherent parallelism and the ability of parallel computing. But in 

the process of solving optimization problem, it exits poor local search ability. So a self-

adaptive control parameter strategy and improving convergence speed strategy are 

introduced into the GA in order to keep the diversity of the population, promptly reflect 

the premature convergence of the individual and escape from the local optimal solution 

for improving the search performance. Then the improved GA is used to select and 

optimize the parameters of kernel function and penalty factor in order to propose a new 

classification(IGASVM) method for improving the speed and efficiency of parameter 

selection and the learning ability and generalization ability of SVM.  
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5. Experiment and Simulation Analysis 

In order to verify the performance of the proposed IGASVM method, Wine, 

Pittsburgh Bridges, Balance Scale, Libras Movement, Arrhythmia, Low Resolution, 

Spectrometer  in UCI database are selected as the experiment data. UCI database is 

a database, which is used in machine learning. The composition and dimension of 

data set sample are shown Table 1. The experiment works on Intel(R) Core i5,2G 

RAM with Windows XP and Matlab 2012. The basic SVM and GA-SVM are 

selected for comparing the classification ability with the proposed IGASVM method. 

Because the initial values of parameters in SVM, GA-SVM and IGASVM could 

seriously affect the experiment result, the most reasonable initial values are 

obtained by continuously testing. The obtained initial values of parameters in SVM, 

GA-SVM and IGASVM are shown: popsize  m =40, crossover probability 
c

P =0.05, 

mutation probability 
m

P =0.5, maximum iteration times
max

T =1000. the penalty 

parameter 100C , the value range of the radial basis kernel width is =[0,10], 

the value range of the regularization parameter is  =[1,1000]. The RBF kernel 

function is selected as the kernel function in SVM model. 

Table 1. The Data Sets 

Index Data Sample number Attribute 

1 Wine 178 13 

2 Pittsburgh Bridges 108 13 

3 Balance Scale 625 4 

4 Libras Movement 360 91 

5 Arrhythmia 452 279 

6 Spectrometer 531 102 

The SVM and GA-SVM are select to compare with the proposed IGASVM 

algorithm. The classification results are shown in Table 2.   

Table 2. The Classification Results 

Index Data 
Sample 

number 

Classification accuracy(%) 

SVM GA-SVM IGASVM 

1 Wine 178 81.73 88.62 93.65 

2 
Pittsburgh 

Bridges 
108 82.95 85.36 94.79 

3 Balance Scale 625 83.68 89.17 90.34 

4 
Libras 

Movement 
360 76.81 83.72 91.48 

5 Arrhythmia 452 74.21 78.63 90.65 

6 Spectrometer 531 82.36 85.94 91.13 

 

Table 2. shows that the results are obtained using SVM,GA-SVM and IGASVM 

algorithm and the optimal results are represented by using black body. As can be seen 
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from Table 2, the proposed IGASVM algorithm can obtain best classification results in 

the given data from the UCI database. The average classification accuracy respectively is 

93.65%,  94.79%, 90.34%, 91.48%, 90.65% and 91.13% for Wine, Pittsburgh Bridges, 

Balance Scale, Libras Movement, Arrhythmia and Spectrometer. And the improved GA 

can better obtain the parameters of kernel function and penalty factor of SVM for 

improving the speed and efficiency of parameter selection and the learning ability and 

generalization ability. In general, the classification results of the IGASVM algorithm are 

more better and has higher optimization ability and classification accuracy. 

 

6. Conclusion 

In this paper, an improved GA based on self-adaptive control parameter strategy and 

improving convergence speed strategy is proposed. Then a new 

classification(IGASVM) method based on improved GA and SVM model is proposed. 

Firstly, the self-adaptive control parameter strategy and improving convergence speed 

strategy are introduced into the GA in order to keep the diversity of the population, 

promptly reflect the premature convergence of the individual and escape from the local 

optimal solution for improving the search performance. Then the improved GA is used to 

select and optimize the parameters of kernel function and penalty factor of SVM for 

improving the speed and efficiency of parameter selection and the learning ability and 

generalization ability. Finally, the proposed IGASVM method is applied to solve the 

classification of Wine, Pittsburgh Bridges, Balance Scale, Libras Movement, 

Arrhythmia, Low Resolution, Spectrometer from UCI database. The experiment 

results show that the improved GA can effectively optimize and determine the 

parameters of the SVM model, and the IGASVM method takes on the better 

learning ability,  generalization ability and classification accuracy.  
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