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Abstract 

The measurement value of the traditional binocular parallax distance is the distance 

between the reference point P and the center of the baseline of the binocular camera, and 

for the agriculture robot, because of the needs of ground operations, the cameras are 

usually installed in certain height from the ground with a certain angle with the 

horizontal direction, when we have to know the horizontal distance from the navigation 

reference point to the robot body and thus the next travel pose of the robot can be 

controlled by real-time. Obviously, the traditional binocular parallax distance measuring 

methods will no longer apply to this. In this regard, a new method for solving agricultural 

robot navigation reference point distance measurement is proposed. First, conduct 

calibration for the binocular system with the improved BP neural network, and secondly, 

obtain the left and right image coordinates of the navigation reference point (U1,V1) 

(U2,V2) with the improved SIFT features and input the BP neural networks trained in the 

calibration, and finally, output the coordinates of the navigation reference point in the 

world coordinate system (X，Y), and then the horizontal distance between the navigation 

reference point and the robot body can be expressed as 2 2 S X Y . Experiments show 

that by this method, the maximum deviation of the actual field experiment test is 0.479cm, 

with the minimum deviation of 0.032cm, accuracy up to 99%, consuming a total of 55ms. 

And compared to the traditional binocular parallax distance ranging procedure, the 

computation is significantly reduced, with certain engineering practicability and 

feasibility. 
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1. Introduction 

Among the distance measurement methods based on the vision sensor, the most 

commonly used method is parallel binocular stereo vision method, with the central idea of 

using the principle of binocular parallax
 [1]

. The binocular parallax is constructed by the 

different image forming position in the image planes of the cameras on both left and right 

of the same point, by the method of geometry triangle pair wise and using the known 

baseline b, cameral focal length f of the left and right cameras, and the horizontal 

coordinate corresponding to the image forming plane of the left and right cameras of the 

same reference point is 1x  and 2x , and the distance between the reference point P and the 

center of the baseline of the binocular camera can be calculated according to 

formulation(1): 

 
1 2






f b
Z

x x
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As shown in Figure 1. 
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Figure 1. Principle of Binocular Parallax Distance Measuring Method 

However, due to the requirements of filed operation, the agricultural robot needs to 

capture real-time path information of the image operating on the field and traveling 

forward direction, such as the pesticide spraying robots, weeding robots, and automatic 

transplanting robots
 [2.

 Therefore, their visual sensor devices are often installed at the 

position with a certain height. 
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Figure 2. Agricultural Robot Operation Model 

In this case, the distance Z in Figure 2 will be obtained if we still use the traditional 

binocular parallax distance measurement method, while the researchers tend to be more 

interested in the distance S between the reference P and the robot body, which plays a key 

role in the control of the position and pose of the agricultural robot operating in the field. 

To solve there problems, this paper presents a new method of agricultural robot field 

navigation reference point ranging. The experiments show that the method in this paper is 

effective on solving the problem of agricultural robot field ranging. 
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2. Establishment and Calibration of Agricultural Robot Binocular 

System 

 

2.1. Establishment of Binocular System 

In this paper, the square stool is simulated as the agricultural robot body with the 

installation height of the left and right cameras of 35.7degrees, the baseline distance of 

18cm, IPC CPU of 2.5Ghz and memory of 8G, while make a vertical down lead line with 

the left camera as the center and the intersection point of the vertical line and the ground 

is the origin of the world coordinate system O, X axis is to the left along the agricultural 

robot body , Y axis is vertical to X along the optical axis of the camera and Z axis is 

vertical to the ground upward, as shown in Figure 3. 

 

Figure 3. Agricultural Robot Binocular System in this Paper 

Because the navigation reference points selected in this paper are all on the ground, the 

Z plane is always 0, that is, no matter where agricultural robot travels, the world 

coordinate system is established by this method, and then the world coordinates of the 

navigation reference point corresponding to the agricultural robot body. 

 

2.2. BP Neural Network Calibration 

The operating environment of the agricultural robot is usually in farmland in the 

unstructured environment and the ground unevenness will cause the difference angle of 

the robot body and the ground in the travelling, when if the calculation is conducted using 

the inside and outside parameters of the camera obtained by the traditional camera linear 

calibration calculation, the calculation amount will be very large, affecting the timeliness 

of the agricultural robot operations and the inaccurate results will always be obtained due 

to the machining error of the lens optical system. According to the multilayer neural 

network mapping theorem, the three-layer neural network structure including the hidden 

layer can do any precision approximation to any nonlinear function, so in this paper, the 

BP neural network including the input layer, hidden layer and output layer is selected for 

the calibration of the binocular system, but because the original BP algorithm is the 

gradient descent method with the central idea of  directing the iterative optimization 

search direction toward function to the lowering direction and then another problem 

appears, the training speed of the BP network is slow and the possibility of the minimum 

value of the stuck area. In order to solve this problem, this paper constructs BP neural 

network using BP learning algorithm based on Fletcher-Revees conjugate gradient. 

(1) Set 0, 0 k i  and set the maximum learning rate as 0C  and optimization 

purpose value as 0  , and the initial weight are generated randomly (0)w . 
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(2) Calculate gradient (0) ( (0))g E w  through local gradient. 

(3) Select the search direction. 

(4) Calculate the learning speed i  using one-dimensional search option i , holding 

the following formulation: 

0
( ( ) ( )) min ( ( ) ( ))


 

 
  i

C
E w i d i E w i d i  

(5) Adjust BP network parameters ( 1) ( ) ( )   iw i w i d i  

(6) Set 1, 1   k k i i  

(7) With ( ( )) E w i , the algorithm terminates. 

(8) Calculate gradient ( ) ( ( ))g i E w i  by local gradient
( ) ( ) l

j i  

(9) Calculate the direction factor

2

2

( )

( 1)
 


i

g i

g i
 

(10) Calculate ( )d i : in the case of i N , then ( ) ( ) ( 1)   id i g i d i  and turn to (4); 

otherwise, 0i ， (0) ( ), (0) ( ) w w i g g i , and turn to (3) 

 

2.3. Calibration Experiment 

Put a 1100mm×870mm calibration paper in front of the binocular system built in figure 

1.1, with the left and right cameras respectively taking the calibration sheet, as shown in 

Figure4: 

 

Figure 4. Binocular System Calibration in this Paper 

Obtain the X corner in the public visual field with Harris corner detection, namely the 

image coordinates of the calibration point(U1， V1)(U2， V2), and measure the 

coordinates in the world coordinates system built under the binocular system in 1.1(X,Y), 

taking (U1，V1)(U2，V2)as output to build BP neural network, with the total calibration 

of 200 points. Taking 150 points as the training samples save the trained neural network. 

The experimental results show that the improve BP neural network just need 37 steps for 

convergence, consuming time of 20ms. The BP network training effect figure is shown in 

Figure 5 and the calibration results are shown in Table 1. 
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Figure 5. Effort of the Improved BP Neural Network Training 

Table 1. Results of the Calibration based on BP 

Enter image coordinates 
Desired output 

value /cm 

Network actual output 

/cm 

U1 V1 U2 V2 x y X Y 

122 128 257 128 -15 110 -15.0759 109.9041 

166 126 303 128 -10 110 -10.0061 109.9866 

207 127 343 127 -5 110 -5.1507 109.8904 

252 126 388 127 0 110 -0.0618 109.9062 

294 126 428 128 5 110 4.9553 109.9778 

339 127 472 127 10 110 9.9981 109.7873 

381 128 511 127 15 110 14.9335 109.8458 

421 128 553 127 20 110 19.8235 110.0839 

464 127 591 127 25 110 25.0171 110.0572 

503 127 624 127 30 110 30.0457 110.0682 

 

3. Obtaining and Ranging of Field Navigation Reference Point 

During walking in the field, the agriculture robot usually selects some objects existing 

on the road in front as the navigation reference points and the distance and heading angle 

are calculated on the basis of the reference point, for the preparation of the further 

traveling pose control. And because there of the great distinction between the soil color 

and the color of the crops root, so in this paper, the crops roots are selected as the 

navigation reference points of the agriculture robot. The low-level feature extraction in 

SIFT method selects those remarkable feature, having image size and rotation invariance, 

and a certain invariance to the illumination changes, also able to reduce the extraction 

probability due to occlusion, clutter and noise
 3]

. This method is particularly applicable to 

agricultural robot field operating environment, but at the same time, in SIFT method, the 

step of the generation of feature point description always takes a lot of time because the 

generation of 128-dimensiona feature description makes the algorithm efficiency greatly 

lowered. Considering the agricultural robot field operation timeliness problem, the 
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requirements of stability, fastness and accuracy are proposed. From the idea of lowering 

operator dimensions, in this paper, the dimension of the feature description vector in the 

original algorithm is reduced from 128 to 16, taking the feature point as a circle center, 

extracting a concentric circle area with the radius from 1 to 4, as shown in Figure 6. 

 

Figure 6. Improved SIFT Feature Descriptors in this Paper 

Firstly calculate the modulus values and the direction of each pixel gradient within 

each circle and then the gradient accumulated value in the 4 directions (0dgeree, 

90degrees, 180degrees and 270degrees) in each circle with the gradient histogram 

statistical method, with weighted using graphical Gaussian window weighting window, 

which should be ranked in the order of from big to small, and then 1×16 dimensional 

vector is generated, as the described vector of the feature point. 

The above improved SIFT feature vector generation can greatly enhance the speed of 

obtaining the image coordinates(U1,V1)(U2,V2)of the left and right camera image 

capture during the agricultural robot，which then are entered in the trained BP neural 

network in 1.2. At this time the neural network will output the world coordinate 

values(X,Y)of the navigation reference point corresponding to the robot body, then the 

horizontal distance of the navigation reference point and the robot body can be expressed 

as \ 2 2 S X Y . 

 

4. Experiment and Results Analysis 

This paper takes a farmland within Guangxi Technology University on the afternoon of 

Jun, 9th, 2015. Move the agricultural robot binocular system calibrated in 1.2 into the 

field, capture crops image at the two positions A and B with the left and right cameras and 

select the root of each crop as the navigation reference point of the agricultural robot. 

Measure the straight line distance between the each crop root and the intersection point of 

the left camera vertical line and the ground when the agricultural robot is at the different 

positions. Figure 7 shows the matching images by classical SIFT features: 

 

Figure 7. Matching Images by Classical SIFT Features 

Figure 8 shows the matching images by improved SIFT algorithm in this paper, greatly 

reducing the number of the unwanted matching points, only taking 35ms. Table 2 is the 
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ranging result of the navigation reference point when the agricultural robot is at position 

A. Table 3 is the ranging result of the navigation reference point when the agricultural 

robot is at position B. There are 16 groups of results in table 1 and 2, from which we can 

know by this method, the maximum error of the measured distance and the actual distance 

is 0.479cm and the minimum error is 0.032cm with the average error of 0.14cm. 

 

Figure 8. Matching Images by Improved SIFT Algorithm 

Table 2. Results of ranging in position A 

Neural network output world 

coordinates /cm 

X                            Y 

Measured 

distance by the 

method in this 

paper/cm 

Actual distance/cm 
Error 

/cm 

19.225 56.326 60.032 60 0.032 

21.125 61.247 65.122 65 0.122 

23.445 66.765 70.113 70 0.113 

27.453 69.063 75.166 75 0.166 

29.921 75.564 80.041 80 0.041 

34.757 78.394 85.189 85 0.189 

39.223 82.822 90.112 90 0.112 

41.997 86.313 95.179 95 0.179 

Table 3. Results of Ranging in Position B 

Neural network output world 

coordinates /cm 

X                          Y 

Measured distance 

by the method in 

this paper/cm 

Actual distance/cm 
Error 

/cm 

19.421 62.986 65.054 65 0.054 

24.321 65.667 70.038 70 0.038 

26.578 70.324 75.121 75 0.121 

29.987 75.311 80.231 80 0.231 

33.323 79.697 85.122 85 0.122 

37.355 82.487 90.153 90 0.153 

43.364 85.811 95.124 95 0.124 

48.451 87.726 100.479 100 0.479 

 



International Journal of Smart Home  

Vol. 10, No. 2, (2016) 

 

 

82   Copyright ⓒ 2016 SERSC 

5. Conclusion 

This paper presents a new method of agriculture robot ground navigation reference 

point ranging based on binocular system. This method is applicable to the camera 

installation position at any angle and height, calibrating the agricultural robot binocular 

with the improve BP neural network and then the left and right image coordinates of the 

reference point can be obtained with the improved SIFT feature matching and the trained 

BP neural network saved during calibration is output, and then the world coordinates of 

the navigation reference point corresponding to the agricultural robot are output, and 

finally the horizontally straight line distance between the reference point and the robot 

body can be obtained. Experimental results show that in a certain field of view, the total 

time of field navigation reference point ranging is 55ms with the accuracy up to 99%, able 

to meet the operational requirements of the agricultural robot in most cases. 

 

Reference 

[1]  T. Li, "Distributed Key-Value Store on HPC and Cloud Systems", 2nd Greater Chicago Area System 

Research Workshop (GCASR), (2013). 

[2] Y. Geng, J. Chen, R. Fu, G. Bao, K. Pahlavan, “Enlighten wearable physiological monitoring systems: 

On-body rf characteristics based human motion classification using a support vector machine”, IEEE 

transactions on mobile computing, vol. 1, no. 1, (2015) 

[3]  J. He, Y. Geng, F. Liu, C. Xu, “CC-KF: Enhanced TOA Performance in Multipath and NLOS Indoor 

Extreme Environment”, IEEE Sensor Journal, vol. 14, no. 11, 3766-3774, (2014). 

[4]  S. Zhou, L. Mi, H. Chen, Y. Geng, “Building detection in Digital surface model”, 2013 IEEE 

International Conference on Imaging Systems and Techniques (IST), Oct. (2012). 

[5]  J. He, Y. Geng, K. Pahlavan, “Toward Accurate Human Tracking: Modeling Time-of-Arrival for 

Wireless Wearable Sensors in Multipath Environment”, IEEE Sensor Journal, vol. 14, no. 11, pp. 3996-

4006, (2014). 

[6]  N. Lu, C. Lu, Z. Yang, Y. Geng, “Modeling Framework for Mining Lifecycle Management”, Journal of 

Networks, vol. 9, no. 3, (2014), pp. 719-725. 

[7]  Y. Geng, K. Pahlavan, “On the accuracy of rf and image processing based hybrid localization for 

wireless capsule endoscopy”, IEEE Wireless Communications and Networking Conference (WCNC), 

(2015). 

[8]  G. Liu, Y. Geng, K. Pahlavan, “Effects of calibration RFID tags on performance of inertial navigation in 

indoor environment”, 2015 International Conference on Computing, Networking and Communications 

(ICNC), (2015). 

[9]  J. He, Y. Geng, Y. Wan, S. Li, K. Pahlavan, “A cyber physical test-bed for virtualization of RF access 

environment for body sensor network”, IEEE Sensor Journal, vol. 13, no. 10, pp. 3826-3836, (2013). 

[10]  W. Huang, Y. Geng, “Identification Method of Attack Path Based on Immune Intrusion Detection”, 

Journal of Networks, vol. 9, no. 4, (2014), pp. 964-971. 

[11]  G. Bao, L. Mi, Y. Geng, M. Zhou, K. Pahlavan, “A video-based speed estimation technique for 

localizing the wireless capsule endoscope inside gastrointestinal tract”, 2014 36th Annual International 

Conference of the IEEE Engineering in Medicine and Biology Society (EMBC), (2014). 

[12]  D. Zeng, Y. Geng, “Content distribution mechanism in mobile P2P network”, Journal of Networks, vol. 

9, no. 5, pp. 1229-1236, (2014). 

[13]  M. Zhou, G. Bao, Y. Geng, B. Alkandari, “Xiaoxi Li, Polyp detection and radius measurement in small 

intestine using video capsule endoscopy”, 2014 7th International Conference on Biomedical Engineering 

and Informatics (BMEI), (2014). 

[14]  K. Wang, "Using Simulation to Explore Distributed Key-Value Stores for Exascale System Services", 

2nd Greater Chicago Area System Research Workshop (GCASR), (2013). 

[15]  Y. Wang, Y. Su, G. Agrawal, “A Novel Approach for Approximate Aggregations Over Arrays”, 

Proceedings of the 27th international conference on scientific and statistical database management, 

ACM, (2015). 

[16]  Z. Lv, A. Halawani, S. Feng, S. ur Rehman, H. Li, “Touch-less Interactive Augmented Reality Game on 

Vision Based Wearable Device”, Personal and Ubiquitous Computing, (2015).  

[17]  J. Yang, Shudong He, Yancong Lin, Zhihan Lv. Multimedia cloud transmission and storage system 

based on internet of things. Multimedia Tools and Applications. (2016).  

[18]  Y. Su, “In-situ bitmaps generation and efficient data analysis based on bitmaps”, Proceedings of the 24th 

International Symposium on High-Performance Parallel and Distributed ComputingACM, (2015), pp. 

61-72. 

[19]  D. Jiang, X. Ying, Y. Han, Z. Lv., “Collaborative Multi-hop Routing in Cognitive Wireless Networks”, 

Wireless Personal Communications, (2015). 



International Journal of Smart Home  

Vol. 10, No. 2, (2016) 

 

 

Copyright ⓒ 2016 SERSC  83 

[20]  X. Zhou, "Exploring Distributed Resource Allocation Techniques in the SLURM Job Management 

System", Illinois Institute of Technology, Department of Computer Science, Technical Report, (2013). 

[21]  T. Li, "ZHT: A light-weight reliable persistent dynamic scalable zero-hop distributed hash table", 

Parallel & Distributed Processing (IPDPS), 2013 IEEE 27th International Symposium on. IEEE, (2013). 

[22]  K. Wang, "Optimizing load balancing and data-locality with data-aware scheduling", Big Data (Big 

Data), 2014 IEEE International Conference on. IEEE, (2014). 

[23]  W. Wang, Z. Lu, X. Li, W. Xu, B. Zhang, X. Zhang, “Virtual Reality Based GIS Analysis Platform. 

22th International Conference on Neural Information Processing, (2015); Istanbul, Turkey. 

[24]  D. Zhao, "FusionFS: Toward supporting data-intensive scientific applications on extreme-scale high-

performance computing systems", Big Data (Big Data), 2014 IEEE International Conference on. IEEE, 

(2014). 

[25]  G. Yan, Y. Lv, Q. Wang, Y. Geng, “Routing algorithm based on delay rate in wireless cognitive radio 

network”, Journal of Networks, vol. 9, no. 4, (2014), pp. 948-955. 

[26]  G. Bao, L. Mi, Y. Geng, K. Pahlavan, “A computer vision based speed estimation technique for localiz 

ing the wireless capsule endoscope inside small intestine”, 36th Annual International Conference of the 

IEEE Engineering in Medicine and Biology Society (EMBC), (2014). 

[27]  X. Song, Y. Geng, “Distributed community detection optimization algorithm for complex networks”, 

Journal of Networks, vol. 9, no. 10, (2014), pp. 2758-2765. 

[28]  J. Hu and Z. Gao, “Distinction immune genes of hepatitis-induced heptatocellular carcinoma”, 

Bioinformatics, (2012), vol. 28, no. 24, pp. 3191-3194. 

[29]  J. Hu, Z. Gao and W. Pan, “Multiangle Social Network Recommendation Algorithms and Similarity 

Network Evaluation”, Journal of Applied Mathematics, 2013 (2013). 

[30]  J. Hu and Z. Gao, “Modules identification in gene positive networks of hepatocellular carcinoma using 

Pearson agglomerative method and Pearson cohesion coupling modularity”, Journal of Applied 

Mathematics, (2012). 

[31]  X. Zhang, “Spike-based indirect training of a spiking neural network-controlled virtual insect”, IEEE 

52nd Annual Conference on Decision and Control (CDC). IEEE, (2013). 

 

 

Authors 

 
Zhang Miao, She was born in Qingdao China, in 1980. She 

received B.S. degree in computer science and technology from 

Qingdao Technological University and received M.S. decree in 

Software engineering from Ocean University of China, Qingdao, 

China, in 2003 and 2009, respectively. Her research interests include 

designment and analysis of self-adaptive algorithm. Meanwhile, she 

is currently a lecturer in College of Science and Information, 

Qingdao Agricultural University, Qingdao, China. 



International Journal of Smart Home  

Vol. 10, No. 2, (2016) 

 

 

84   Copyright ⓒ 2016 SERSC 

 


