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Human activity recognition is a main research area of confext;aware,£o
widely used in many applications, such as smart hom ﬁ%elderly e, »Smartphone-
based human activity recognition is very popular b W@U eo edded inertial
sensors. However, there exists the problems of @ ific ities, and how to
effectively apply the model trained by known u 0 new\ To solve these two
problems, in this paper, we proposed a no proach ncertainty Sampling based

hine ( S%M) by introducing two

posterior Probability Extreme Learnmg

of E pOsterior probabilities for each
instances, and then use uncertainty gs M@( confidence level assignment to
adapt the training model and im e clasg% on accuracy. Experimental results

strategies: first, we transfer the actual o
show that the proposed approa re efﬂg mpared with the existing ELMs.
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1. Introductl§
Human recognjti
Sensing an gn|2|
are very important i

; a main research field of Context-aware computing.
n activities (walking, lying, standing, sitting, eating, etc.)

context-aware applications, such as smart home, eldercare,
and healthcare [1-3]. re are three approaches to research human activity recognition:
smartphone ba arable sensors based and development board based. In the era of the
Internet of Thirng, due to the evolution of smartphones with a variety of sensors, the
smartphoﬁ\%ed approach has become very popular [7].

Hum@n Qctivities are categorized in three main groups: short events, basic activities,
ang @ plex activities. Short events are comprised of Postural Transitions (such as sit-to-
‘i?* n many existing research approaches, transitions between activities were not

dered, and this can affect the performance of recognition system. There are two
common misclassification types, one occurs during basic activities (such as sitting and
standing), the other occurs during postural transitions [5]. How to effectively apply
training model on known user activities to recognize unknown user activities is also a
problem when research human activity recognition.

In this paper, we proposed an approach, USP-ELM to solve the above problems
(misclassification, recognize unknown new user activities) using the public dataset [5-6].
First, we used the training data to train an initial ELM model. Second, we used the testing
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data to test the initial model, and the actual outputs of the model were transferred to
posterior probabilities of each testing data. Third, we used Least Confidence and Margin
sampling strategies [8] to adapt the initial model in order to improve the accuracy of the
recognition system. Experiment results showed that the proposed approach was very
efficient.

The rest of this paper is organized as follows. Section 2, reviews the related work and
preliminary. Section 3, presents the proposed approach. Section 4 presents the experiment
results. Section 5 draws the conclusion and future work.

2. Related Work and Preliminary

2.1. Related Work

Nowadays, there are a lot of researchers are working on Human Activity Recogpition,,
usually using smartphone or wearable sensors.
In order to solve the problem of device displacement, Chen et. al., [2] propos ast,
robust activity recognition model. They used a wearable device to colle

data, used Principal Component Analysis (PCA) as a feature Selegtion appr, fand used
ELM to train an initial model. In the testing state, they uwﬁr/}ﬁden eyel strategy to
retrain and adapt the initial model. The experimen e@ ew IS strategy can
effectively solve the problem of device displa@t. De t. a¥, [3] proposed a
TransRKELM (Transfer learning Reduced Kernel eme Leathg Machine) model to
solve the cross-person problem. They used R d Kerrlelaeme Learning Machine as

a classifier model, and adopt Chen et. al,, fidence trategy to solve the cross-
person problem. Reyes-Ortiz et. al., osed agins tion-Aware Human Activity

Recognition (TAHAR) system archi or \ ition of human activities using
smartphones, they used posterior ability S%\a d filtering strategies to solve the
problem of postural transitio s@tween tic “activities in order to improve the
recognition performance. *

Xiao et. al., [9] proposed an activi ition model based on Kernel Discriminant
Analysis (KDA) and ey used as a feature selection approach, and ELM as a
classifier model. H%t. al., [1 roposed an activity recognition model based on
Generalized Dis t A DA) and Relevance Vector Machine (RVM), they
used GDA F@re selection roach, and RVM as a classifier model.

2.2. Extrem earnin&ne

Figure 1. The Structure of ELM
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Extreme Learning Machine (ELM) proposed by Huang et. al., [14] is a single-hidden
layer feedforward neural network (SLFN) with random input weights and random hidden
nodes. The hidden layer of ELM need not be tuned, and the input weights and the hidden
nodes are randomly chosen. ELM doesn’t need to iteratively tune the parameters between
the input layer and the hidden layer, but denotes their values randomly, then only
calculates the weights connecting the hidden layer and the output layer by least-square
method. So ELM algorithm has the properties of fast learning speed, light computational
costs, high accuracy, and good generalization performance [9, 13-17].

The structure of ELM is shown as Figure 1. For N arbitrary distinct samples(X, t,),
where X, = [xil, X o ] eR" and t, = [t tim]T e R™, the
activity function of hidden Iayer neurons is g(X), and there are L hidden layer nodes,

. . . . .
= [au, &, .am] is the weight vector connecting the i th hidden node W

[ A

input nodes, B = [ﬁ. B ,Blm} is the weight vector connecting t hidden
node and the output nodes, b is the threshold of i th d‘%node % X) is the
output of the i th hidden node and is calculated by E d theygUtput of ELM
is calculated by Equation (2). Q

f(X)—ZﬂC{@ b,x) =t z@g ,N 0

Equation (2) can be wntte& ty as 2§n (3)
Hp =T

3
where ’\Q
sy '@@
g(a1 a’- X + bL)
T 4
S® S T %
g(al X[\]&@. g(aL . XN + bL) el
4 - (5)

Nxm

H is called the hidden layer output matrix of the neural network, the i th column of H
is the i th hidden node output with respect to inputs X,, ..., X [14]. The output weights
can be calculated by Equation (6)

B =HT (6)

where H is the Moore-Penrose generalized inverse of matrix H.
The output function of ELM is [12-15]
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-1
Hx)H' (IE:JF H—ITj T, when N< L
f(x) = . (7
H(x) (IE: + HTHJ HT, when N > L

fj(x) is the output function of the | th output node, f(X) = [fl(x), . ,fn(x)]T,
the predicted class label of sample X is

| abel(x) = arg Haxm)fi(x) 8)

3. Proposed Approach ?\"
Raw data O
l *
Feature $ %
N
\Y%

extraction

l

Feature

s S (\Q@% ————————— .

Training

Samples

|
|
|
| s\\
|
: : Testing
: ELM n’% : | N\ Stage
4 |
: S Ly )ansfer the outputs of the
I Trainin 0 model to posterior
: Sd:aé : ! probabil ity
|

Calculate the MAP and the
difference between the first and
second largest posterior probabilities
of each sample

Filter
processing

%O Figure 2. The Architecture of the Proposed Approach
i

gure 2, shows the architecture of the proposed approach. The proposed approach
combined posterior probability ELM and Uncertainty Sampling strategy [8], in order to
solve the problem of common misclassification, and deal with the problem of unknown
user activity recognition.

First, features were extracted from raw data which were collected from accelerometer
and gyroscope by smartphone, and the subset of features was selected in order to reduce
the dimension of features, and then it was divided into two parts (training samples, testing
samples).
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Second, the training samples were used to train an initial ELM model, then the trained
model was tested by the testing samples, and the actual outputs were transferred to
posterior probabilities.

Third, the strategy of least confidence [8] was used to calculate the difference between
the first and second largest posterior probabilities of testing samples, and the strategy of
Margin Sampling [8] was used to calculate the Maximum A Posterior Probability (MAP)
[4]. The smaller the difference is, the more uncertainty the corresponding instance is [12],
and the smaller the MAP is, the more uncertainty the corresponding instance is.

In the filter processing stage, the MAP and the difference between the first and second
largest posterior probabilities of each testing sample were combined as sample’s
confidence level, and the threshold of the confidence level was set. When sample’s
confidence level is less than threshold, the predicted class label is the index which has the
second largest posterior probability of the sample. The samples whose confidence levels
were larger than threshold will be added into training samples to retrain the initiah ELMe

S - X

3.1. Posterior Probability Extreme Learning Machine

Ruck et al., [19] proposed that the outputs of ﬁﬁltila ceptron are
approximating the a posteriori probability functions of sses beéing trained. Platt [20]
proposed posteriori probability Support Vector M@ can transfer the
actual output f(X) into posteriori probabilities of stance quation (9), and the

parameters A and B are fit using maximum Iil@od est;m@w from training set.

_ 1w - A S)
Ry = 1‘f(x)) 1+ exp(Af(X) ©)

For a given number of CA@] a test ss%p X, the he predicted class label of

sample X is
| abel(x) = arg nax (10)
where p.( x) is | pr s outputs of each SVM [5].
Comepar t| n (8) uation (10), we can find that there are some links
between E posteriduf | robablllty SVM. Yu et al., [12-13] adopt Platt’s approach,
proposed posteriori pro @_, y ELM by Equation (11)

Ry = 1fi( )®+ exp(—f,(x)) ()

wher& denotes the actual output of the i th output node for the sample X .

ertainty Sampling

erhaps Uncertainty Sampling is the simplest and most commonly used approach in
active learning, this approach uses probabilistic learning model, and it has three strategies:
Least Confidence, Margin Sampling, and Entropy [8]. In this paper, the strategies of Least
Confidence and Margin Sampling are used in the proposed approach.
1) Least Confidence
For multi-class labels, the Least Confidence is obtained by Equation (12)

X.c =argmax1—P,(y|x) (12)
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y = arg max P, (y[x) (13)

y is the class label with the highest posterior probability under the model €. The
shortcoming of the least confidence strategy is that this strategy only considers
information about the most probable labels, throw away information about the remaining
label distribution [8].

2) Margin Sampling

Margin Sampling is obtained by Equation (14)

Xus =arg mxin Pe(y1|x)_Pg(yz|X) (14)

where y, and y, are the first and second most probable class labels under the model

respectively. The margin between the first and second most probable class is
by Equation (15) [16]

Xy = Pg(y1|x)_P9(y2|X) (15)

Margin Sampling solves the shortcoming of the Iea&ﬁ g the second

largest posteriori probability of class labels.

4. Experimental Results Q 9
N\

4.1. Experimental Dataset and Feature& ion

In this paper, we used the datas h is from a group of 30 volunteers
within an age bracket of 19- , and it ists of 10929 instances [5]. They
performed a protocol of acQ& mpo&e six basic activities using a smartphone
which has a 3-axis accelerometesand &e three static postures (standing, sitting,
lying) and three dynamimlvmes (\,’S&o , walking downstairs and walking upstairs).
The experiment also tural transitions that occurred between the static
postures (stand -to- stand o-lie, lie-to-sit, stand-to-lie, and lie-to-stand).

The sensor s@ ccelerr nd gyroscope) were sampled in fixed-width sliding

windows 0 ¢ and 50% overlap (128 readings/window). From each window, a
vector of 5 tures acted by calculating variables from the time and frequency
domain. The dataset andomly partitioned into two sets, where 70% selected as
training set and 30% sting set. The dataset can be downloaded in [21].

The dataset activity classes: 6 basic activity classes and 6 postural transition
classes. We adopt the approach proposed by Reyes-Ortiz et al., [5] that considered 6
postural ition classes as 1 class which is called postural transitions. So, in this way,
there ar ivity classes.

ure set has 561 features including 272 time-domain features and 289
y-domain features. Reyes-Ortiz [4] proposed that the frequency-domain features
t largely affect recognition performance when compared with time-domain features.
We used ELM as classifier, and the recognition performance is shown in Table 1. So, we
selected 272 time-domain features as feature set.

Table 1. The Recognition Performance with Different Feature Sets

Feature set Number of features Testing accuracy
time-domain 272 95.5%
total 561 95.3%
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4.2. Improve the Recognition Performance with Posterior Probability ELM

In order to validate the effectiveness of the proposed approach, we used the original
ELM model as a baseline. Through experiments, we set 1800 hidden layer nodes, and the
regularized parameter C is 2°°, the confusion matrix of testing set is shown as Table 2.

Table 2. Confusion Matrix of Testing Set Using the Original ELM

WK WU WD SI ST LY PT
WK 488 4 4 0 0 0 0
WU 24 445 2 0 0 0 0
WD 4 12 404 0 0 0 0
S| 0 3 0 455 49 0 1
ST 0 1 0 28 526 0 1
LY 0 0 0 0 5 540 0
PT 2 2 0 2 1 0 \g/

WK: Walking, WU: Walking-upstairs, WD: Walking-downstairs, Sl: Siting,

LD: Laying, PT: Postural Transitio % @
From Table 2, we can find that there are two mi clas cation during

recognition: one type occurs during basic activitie ), and one type
occurs between Postural Transitions and basic actl %

From Equation (8), we can find that the p ted class label™of original ELM is the
index which has the maximum output am utput§@h instance, and the other
instances are not considered. But, huma |t|es can be“considered as a sequence of
correlated event [4], only use the mfo nof o é’mce to predict class label is not
enough. So, the proposed approach S Equaﬁ&l to transfer the original ELM to
posterior probability ELM.

As the inputs are a seguence of aax instances, so the outputs of posterior
probability ELM can be cons ereda@ activity matrix which includes posterior
probabilities from neigh g mstanb%' he proposed approach used the MAP and the
u

value of Equation (4 asure thie uncertainty of each instance.

Figure 3, show \ amp largest and the second largest posterior probability
outputs of insta ne misc ication occurs between 10 and 20s (between Postural
Transition ), and @misclassification occurs between 70 and 80s (between ST
and SI). b

the largest posterior probability

@Q}; _____ — — the second largest posterior probability _,___f. _____ -
R l 03 Z i : I Z i Z ; i

Q)O

=
=

o
n

posterior probability
a
o

0.4
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- I R T N N T N W
]
Time(s)

Figure 3. An Example of the Largest and the Second Largest Posterior
Probability Outputs of Instances
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From Table 2, we can find that two group basic activities that are the most likely
misclassified: one group is WK and WU, one group is Sl and ST. We sete,, , £, are the

thresholds of WK, a5, ff; are the thresholds of ST. Take the group of Sl and ST as an

example, the proposed approach contains two steps:
Stepl: for each instance, calculate the MAP and the value of Equation (15).

Step2: if the MAP is less than o , and the value of Equation (15) is less than £ , then

the predicted class label is the index which has the second largest posterior probability of
each instance.
We experimented 100 trials, Figure 4, shows the recognition performance of original

ELM and proposed approach, we set ¢, =0.85, £, =0.035, o =0.5, and S =0.1. Table

3 shows the comparison of original ELM and proposed approach.

From Figure 4, and Table 3, we can find that proposed approach has higher 4gstin
accuracy and less deviation than original ELM. The proposed approach used U w
Sampling strategy to measure the uncertainty of each testing sample. The p%ntal
result showed that the more uncertainty of the testing sample is, the mor I@t ill be
misclassified.

Table 3. The Comparison of Original E),L@’roeo&@pproach

original ELM,_J/' N\, Pegbosed approach

0.8975

Testing Accuracy(%) 95.5+ * 95.9+0.26
e \sJ

Y.

O& Pl

g Accuracy
o]
a8
—J
T
T
R
_,_,L.,—n-_ o
-
i
==

i Iy ;
: : I | [|,|'| . j :
: i LR : |
QJHHW%
LI L
e I R T R R R
Trials
Flgure ecognition Performance of Original ELM and the Proposed

Approach

@rove the Recognition Performance with Posterior Probability ELM

w to effectively apply the model trained by known users to new users, is another
problem when research human activity recognition. Chen et. al., [2] and Deng et. al., [3]
proposed a model adaptation strategy by Equation (16) and Equation (17).

TY, =TY, —min(TY,) (16)

max(T) i 12, .m (17)

DT,

confidence =
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whereTY; isi th output of ELM.

The confidence of Deng’s [3] strategy approximate the normalized maximum output of
each instance, the shortcoming of this strategy is only considers information about one
class label, throw away information about the remaining class labels. In this paper, we
proposed a more effective strategy by the MAP and Equation (15) using posterior
probability ELM. We set A, @ are the MAP and the value of Equation (15), respectively,
and set @is the threshold of Deng’s strategy.

We adopt Deng’s [3] experiment steps, and randomly selected 4 users which are
denoted as user A, user B, user C, and user D from 30 users. In order to validate the
effectiveness of the proposed approach, we divided these 4 users into three groups:

1) Group 1: user A, user B, and user C

2) Group 2: user A, user B, and user D

3)  Group 3: user B, user C, and user D ,
Take group 1 as an example, the experiment steps are as follows [3].
The datasets of these users are D,, D,and D, respectively. Each datase ley

divided into two parts (70%, 30%), which are represented as D, D, and
D, and D, andD,,. We first assume that user A and u % Q( and user C
is a new one. Trai n which equals D, U D, , to tra\/ |aI ELM model.

equalsD,, U D,,, is
used to test the two model’s clas51ﬁcat10n bility on’ %\own users. D, is used to

test the two model’s classification cap user. For the initial model and
each test data inD, , if 4 and a)are,& tha &j respectively, it will be added

into a new dataset RT, . Then
retrain the initial ELM modef"

We set 1000 hidden | nodes, aq@égularized parameter C is 2 Through 100
experiments, we foun he optimaNthireshold @ in Deng’s approach is 0.6, and the

optimal values @ sed a ch are as follows 4 = 0.6, = 0.05. The

D, is used to adapt the initial model to a new one=Test ,,wh

he up raining dataset Trai n, U RI_,

recognition perfghpiance com of Deng’s approach and proposed approach are
shown in TalgtedN9. We firstasstimed that user A and user B are known users, user C is a
new user. 4 sho erformance of original ELM model, Deng’s approach and

and our proposed ach are both better than original ELM, but the accuracy of
proposed appro igher than Deng’s approach. Table 5 shows the performance of
original ELM 1, Deng’s approach and our proposed approach on known users, the
e the same as original ELM.
A and user C are known users, and user B is a new user, the performance
of Deng’s approach and proposed approach are shown in Table 6-7. When
d user C are known users, and user A is a new user, the performance comparison
ng’s approach and proposed approach are shown in Table 8-9.
rom Table 4-9, we can see that the recognition performance of proposed approach in
Group 1 is better than Deng’s approach.

In order to validate the generality of proposed approach, we tested the other two groups
in the same way, and the experimental results are shown in Table10-21. We can see that
the performance of proposed approach is more effective than Deng’s approach.

our proposed approa% w user. We can see that the performance of Deng’s approach

Table 4. The Recognition Performance Comparison of Deng’s Approach and
Proposed Approach on New User

original ELM Deng’s approach proposed approach
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Train data Trainag Trainag+RT¢: Trainag+ RT¢1
Test data Dec> D¢ Dcy
Accuracy(%) 90.6 914 92.7

Note: user A and user B are known users, user C is a new user

Table 5. The Recognition Performance Comparison of Deng’s Approach and
Proposed Approach on Known Users

original ELM Deng’s approach proposed approach
Train data Trainag Trainag+ RTes TrainAB+ RT¢;
Test data Testas Testap Testas
Accuracy(%) 99.7 99.7 99.7
Note: user A and user B are known users, user C is a new user
*
Table 6. The Recognition Performance Comparison of Deng’s Appro d
Proposed Approach on New User Yo
original ELM Deng’s approgch, yo@approach
Train data Trainac TramAc+ aifact RTg;
Test data De> DBZ Q \} 4
Accuracy(%) 67.8 N V73S
Note: user A and user C are known users, user B |3M user \V
Table 7. The Recognition Performan mparis %Deng ’s Approach and
Proposed Apr?; on K ,n Users
original EI_‘I\’( approach proposed approach
Train data Traina @‘ act RTa: Trainac+ RTa;
Test data Tes& ¢ %estAe Testac

Y\\ 99.4 99.4

Accuracy(%) 99.4

nown usg&)ser B is a new use

Note: user A and user Q
Table 8. The R@n tion ance Comparison of Deng’s Approach and

Proposed Approach on New User
O g3 Ao

@aﬁl ELM Deng’s approach proposed approach
Train data INgc Trainge+ RT Traingc+ RTa;
Test data @DAZ Dao Das
Accuracy(%) $ 83.8 85.3 86.2

d

Note: use@ ser C are known users, user A is a new user

Tabl 01e Recognition Performance Comparison of Deng’s Approach and
Proposed Approach on Known Users

original ELM Deng’s approach proposed approach
Traln data Traingc Trainge+ RTa; Traingc+ RTa;
Test data Testgc Testgc Testge
Accuracy(%) 98 98.1 98.3

Note: user B and user C are known users, user A is a new user

Table 10. The Recognition Performance Comparison of Deng’s Approach
and Proposed Approach on New User

original ELM Deng’s approach proposed approach
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Train data Trainpg Trainag+RTpy Trainag+ RTp
Test data Dp> Do, Dp;
Accuracy(%) 90.8 94.6 95.3

Note: user A and user C are known users, user B is a new user

Table 11. The Recognition Performance Comparison of Deng’s Approach
and Proposed Approach on Known Users

original ELM Deng’s approach proposed approach
Train data Trainag Trainag+ RTp; Trainag+ RTp:
Test data Testas Testas Testap
Accuracy(%) 99.6 99.3 99.3

Note: user A and user C are known users, user B is a new user

Table 12. The Recognition Performance Comparison of Deng’s Ap
and Proposed Approach on New User (‘A

original ELM Deng’s approdche  /fropdeel approach

Train data Trainap Trainap iNapt+ RTg;
Test data Dg, D B2

1
Accuracy(%) 76.9 7@ W\, 803

Note: user A and user D are known users, use@a new user &

L 2
Table 13. The Recognition Perfon@e Com ar§|§on of Deng’s Approach
and Proposed A@s achp{ wn Users
£ o

original EW mE}ﬁ approach proposed approach

Train data Trainap < . GramAEﬁ RTg: Trainapt RTg;
Test data Testap \ estap Testao
Accuracy(%) 99, % 98.7 98.7

ersvuser B is a new user

Note: user A and uger{‘ nowxJ
AN :

ogniti

rmance Comparison of Deng’s Approach
‘op sed Approach on New User

Table 14. Tf@
)\ 4

gihal ELM Deng’s approach proposed approach
Train data /) aingp Traingp+ RT a1 Traingp+ RTa;
Test data Das Das Das
Accuracy(%) @ 84.8 86.3 86.1
Note: use d user D are known users, user A is a new user

Ta@Q. The Recognition Performance Comparison of Deng’s Approach

% and Proposed Approach on Known Users

original ELM Deng’s approach proposed approach
Train data Traingp Traingp+ RTa; Traingp+ RT a1
Test data Testgp Testgp Testgp
Accuracy(%) 97.9 97.9 97.8

Note: user B and user D are known users, user A is a new user

Table 16. The Recognition Performance Comparison of Deng’s Approach
and Proposed Approach on New User

original ELM Deng’s approach proposed approach
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Train data Traingc Traingc+RTp; Traingct+ RTp:
Test data Dp; Dps Dp;
Accuracy(%) 89.7 90.6 92

Note: user B and user C are known users, user D is a new user

Table 17. The Recognition Performance Comparison of Deng’s Approach
and Proposed Approach on Known Users

original ELM Deng’s approach proposed approach
Train data Trainge Trainge+ RTpy Trainge+ RTp:
Test data Testgc Testgc Testge
Accuracy(%) 98.1 97.9 97.9

Note: user B and user C are known users, user D is a new user

Table 18. The Recognition Performance Comparison of Deng’s Ap

and Proposed Approach on New User (‘A
original ELM Deng’s a o\c A DM approach
Train data Traingp Traingp spt RTc1

Test data D¢, D \p

C2
Accuracy(%) 88.4 9@ 91 5

Note: user B and user D are known users, userbisa new use \

L 2
Table 19. The Recognition Perfon@e Com rs|§on of Deng’s Approach
and Proposed A@s ach o{ wn Users

original EW mE}ﬁ approach proposed approach

Train data Traingp < . Gramgw RTc Traingp+ RT¢;
Test data Testgp \ estap Testgp
Accuracy(%) 97.6 97.9
Note: user B and us‘er&nown sers™user C is a new user
Table 20. Th@ ogniti rmance Comparison of Deng’s Approach
op sed Approach on New User
gIT aI ELM Deng’s approach proposed approach
Train data /) Fainco Traingp+RTg; Traingp+ RTg;
Test data Dg» Dg, Dg,
Accuracy(%) @ 81.6 83.5 84.2
Note: use d user D are known users, user B is a hnew user

Ta@@. The Recognition Performance Comparison of Deng’s Approach

% and Proposed Approach on Known User

original ELM Deng’s approach proposed approach
Train data Trainep Trainep+ RTg: Trainep+ RTg;
Test data Testep Testep Testep
Accuracy(%) 98.4 97.9 98.2

Note: user C and user D are known users, user B is a new user

5. Conclusion and Future Work

In this paper, we proposed an approach USP-ELM to improve the recognition
performance. We combined Uncertainty Sampling strategies and posterior probability
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ELM to solve the problems of common misclassification and how to effectively apply the
model trained by known users to new users. We transferred the actual outputs of the ELM
model to posterior probabilities, and used Least Confidence and Margin sampling strategy
to adapt the ELM model in order to improve the performance of the recognition system.
Experiment results show the efficiency of the proposed approach.

The confidence level thresholds in the proposed approach were manually set, how to
set an appropriate threshold was very time-consuming, and it depended on the experience
of different researchers. In the future, we will research how to set the threshold
automatically, and how to combine temporal model such as Hidden Markov Model with
posterior probability ELM to correct the misclassification in a sequential stream sensor
data.
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