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Abstract

Based on the big data and complexity in the identification process of 10T, radio,
frequency, this article puts forward an optimal algorithm for Adaptive %
i

the
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ptimization
tegs are introduced
characteristics of

Traversal Harmony Search IOT radio frequency identification, which aim

problems of high computational complexity and low identification accuracy of.

algorithm. At first, the network optimization design is carfiedsout baSe

Search (HS) algorithm, and in order to solve the proble i
{no?cr

iS 0

accuracy, computational complexity and other aspeiE

into the algorithm improvisation process on t f rs

Gaussian function, so that the pertinence of prelim and Iat rches are improved,
and meanwhile, theoretical analysis on para S selegtl described; Secondly, the
optimization model of 10T radio fregu entlflca s studied and improved
adaptive optimization objectives are p d to eve equilibrium optimization of
performance indicators; at last, Its ared to prove the suggested
algorithm having high computati é&curaey er computational speed.
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1. Introductior, Q

e elopmen %T (Internet of Things) technology, RFID (Radio

With the
frequency identifieation,n k) based 10T logistics management has become more and
more populak.Fhe RFI m is mainly composed of three parts: Reader module, data
management modul electronic tags; in the network, electronic tags and reader

configuration key role in lowering network costs and reducing the configuration
conflicts betweel electronic tag resources and reader module, and it is the focus and
crucial t %\y the research on radio frequency network optimization in 10T technology.
This ar mainly studies the RFID network optimization problems by using the HS

0 , and meanwhile, it considers the optimization of objective function of logistic
&

module are u& ed together. Among them, the rationality of reader module

etwork by using modified adaptive weighting coefficients. Harmony search
ithm (HS) is an intelligent optimization algorithm which was put forward by Geem
and others in 2001 [8], and compared with conventional intelligent optimization
algorithm, HS algorithm has the following advantages [9]: (a) In case of generating new
harmony, HS algorithm will consider all existing harmonies while Particle Swarm
Optimization and other algorithm only consider parent individuals; (b) Hs algorithm
adjust the generating method of new harmony according to independent variables; (c)
During the improvisation process of HS algorithm, the memory bank can be designed by
using random numbers, which in nature is a kind of global random search process.
Based on the advantages of above-mentioned algorithm, this article considers using HS
algorithm as basic optimization algorithm, and based on the characteristics of HS
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algorithm, it improves the improvisation process by using Gaussian Traverse Function, so
as to enhance the pertinence of HS algorithm on real-time information in preliminary and
later search, based on which corresponding adjustment will be made on the tracking and
search strategies of real-time change of IOT RFID network; meanwhile, regarding the
non-adaptability of IOT RFID network model, the article considers using adaptive
weights to realize balanced design of IOT RFID network performance indicators.

2. Gaussian Traverse Harmony Search

2.1. Harmony Search

The optimization process of Harmony Search and music production process have many
similarities. A couple of music creation concepts are introduced into HS algorithm,
mainly including the following algorithm parameters: Harmony memory (HM) nd its,
size (HMS) and harmonic memory reference ratio (HMCR), etc., which ar
storing input vectors, characterizing vector sizes and current music parame r

rate, HMCR <[01] . In addition, there are other parameters such as pitc ent ratio

(PAR) and distance width adjustment ratio (bw), etc. d'pro s 0f standard
harmony search algorithm are as follows [10]:

Stepl: (algorithm initialization) input vectors ar H at and meanwhile,
value range of input vectors are specified. Swar ividualmv'I size of HMS are
generated based on the following Formula (1), 681 stored_in
X =X +rand x(x' - x) \6 (1)

In Formula (1), and are the upp alues of Vector No. in vector
individuals.

Step 2: (improvisation proce vecto are eated by means of improvisation: (a)
to select an existing vect or‘t te a new vector based on HMCR is
determined by random. ( fitis det @to select an existing vector, the adjustment

will be made on the 6 f two p ters, PAR and bw, and see Formula (2) for

detailed procedures: %
{xinew =x +rand x@ rand < PAQ @)
X =X, < ,I) if rand @R
Step 3: ( upd
compare the value

ess) To compute the adaptive value of new individual, and
that of original vector individual, then select the superior
individual to p e next generation of evolution according to one-to-one elimination
mechanism, so he HM update process is completed.

Step g;grithm stop discrimination) To check whether the value of existing optimal

individ urrent memory meet the requirement of algorithm termination, and if it is
met, crimination is terminated and the superior individual will be output; otherwise,
i p to Step 2 to continue the improvisation process of next generation.

2.2. Description of Refinement Algorithm

In the improvisation process of HS algorithm, if the conditions of HMCR are met,
existing vector individuals in HM will be selected. Then the adjustment will be made
based on parameters PAR and bw. Among them, the selection of parameter bw has a
profound impact on the performance of HS algorithm, with larger bw values going against
further development of the algorithm, smaller values going against the extent exploration
of the algorithm, and fixed bw values unable to make automatic adjustment according to
the evolution conditions of the algorithm; the above-mentioned disadvantages are obvious
and major disadvantages of HS algorithm. The reasonable strategy is selecting larger bw
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values in preliminary period and smaller bw values in later period, which can improve the
algorithm performance [11]. Control parameter @ can be used:

a =1—Axiter,,,./iter,,, 3)

At the same time, Gaussian ergodicity can be used for the refinement of improvisation,
and it can be used together with the iteration by taking larger probability values and
smaller step iteration to further develop existing positions, and by taking larger
probability values and larger step iteration to explore the extent of future positions; and
based on control parameter @ and Gaussian traverse function 9 , the refinement of creation
process is realized:

(4)

Xinew — Xir +gxax bW’ if rand < PAR
XMW — Xir’ if rand > PAR

function 9 has a significant impact on the performance of HS algorithm.

2.3. Theoretical Analysis %
In order to facilitate the theory analysis of the al@n it iS\assuivied that vector
istrib on

individuals stored in HM are all in one dimeng th the following

In Formula (4), 9~N(xo®) | the distribution (variance) o of Gausswv

forms:

HM:X:{XP”"XHMS}T Q 6 (5)
The adaptive values, to which vect |du @spond are all one dimensional

vectors, with the following forms:

(6)

y:{yp"’vyHMS

The distribution vanance&aptwe*(@ HS algorithm evolution swarm is:

205,
E(y(var))=E| = = E(yz - ()

where th
E(?):HMCR i+
)
o §p 9
@en, the distribution variance of one dimensional adaptive values is:
1
E(y(var)) :(1—H—MS -HMCR - E(x(var))j
<24 bo?
+HMCR - (1-HMCR)-X L (10)
HMCR - PAR +%(a—b)z
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In Formula (10), [a.b]is the value range of one dimensional individual x , and y(var)
and y(var) correspond to the distribution variance of individual x and its adaptive
value Y, respectively. When E(y(var))is too large, HS algorithm focuses on exploration,

but it is easy to cause algorithm divergence. WhenY/HMSis too small and HMCR — 1,
Formula (10) can be reduced to:

E(y(var))= HMCR[E(x(var)) +ba)2;’ARJ

(11)

According to the HS algorithm improvisation process (4), Formula (11) can be
rewritten as:

E(y(var))=HMCR '[E(x(var)) + bwgazg2~PARJ

3

In Formula (12), the values change along the decrease iteration of parameter ch

is advantageous to convergence E(y(var)) and can effectively prevent orithm
divergence. After introducing Gaussian parameter 9 , the creation pro lies with
Gaussian traverse distribution, which can avoid monotan crease o, invigorate

the algorithm and effectively balance the explorati ve omepabilities of the
algorithm. 6

3. RFID Optimization of GTHS Logisti .
IR

3.1. Description of RFID Model %\ . @
iS'essenti

RFID logistics optimization pro S% ind of target optimization process;
and according to the above deserigfigns of hgemony search algorithm, before using it for
the optimization of logist FID neﬁr«@the target function model should be

established, and the reasgpableness odel has certain impact on optimization
result. Similar to the st formo t function of common optimization algorithm,
Reference [12] a‘profound Research on logistics RFID problem and designs an
optimization co ion tar I, but Reference [12] uses the target function with

fixed weightin %meter, whoSe-detailed form is:
OMIN

min f =y, f,

(13)

e weighting factor (fixed weight) of each performance index,
e index which meets:

2n=1 \b (14)

It&med that in IOT RFID network area, the ceiling number of readers is N, , and
% I number of readers isNg , and the number of electronic tags is N, , the signal
c

rage radius of reader module isR., and the position is(X:.y:) ; if the network space
is A, the optimization feasible region of IOT RFID problem is:

(X, y ) e AVie{l Ny} (15)

In Formula (13),

If electronic tag J is located at(X,Yo), it can be defined that:

{SNR ={L,Ng} 16)
SN, ={L---,N,}

4 Copyright © 2016 SERSC



International Journal of Smart Home
Vol. 10, No. 11, (2016)

Then the distance between readeri and electronic tag i in IOT RFID network can be
computed by using the formula:

0(s5.0,) = (4 =) + (32 —b) )

3.2. Definition of Impact Factor
3.2.1. RFID Network Coverage: If the value range of electronic tags in RFID network
R | the identification capability of readeri on electronic tag Iis:
0,R; +R; <d(s;,0;)
rder, ; =11,R, — R >d(si,0j) (18)

*
,otherwise

In Formula (18), the parameters can be defined as: a=R

e(filalﬂlazﬂz +A, )

a,=R; +R, —d(s,0;) , where, 4 is called perception p a‘%}r’ and ed noise
parameter. Then, the formula of IOT RFID network cm&g
¢

=1- [ (1-rder,)) (19)

ieSNg

The network coverage index can be defined@ \6

100 ; ‘

t JjesN,

In order to express it in ttﬂ@\mmmum% the following formula can be used

(20)

to make refinement:

f, =100 @ >l (21)

z jeSN;
>
3.2.2. RFID Net@er@ﬁ: The ceiling number of network readers is N rax
and the Mer of @d odule in the network is s , then cost of readers in
3,

RFID net e

N, —N
3.2.3. RFID N@( Load Balancing: It is very difficult to establish the load balancing
mathemaﬁg@m el, but an approximate model can be established by using Monte Carlo

f, = —mx ~ N

(22)

’J ']
samplino is assumed that the electronic tag | is located at ol (% ') , in which the
%@ point No.K corresponds the reader!, then it can be obtained by Formula (18)

der;’ rder); =0

i :1, otherwise , and it can be obtained:

~ [0,Ry +R; <d(s;,0)
rder’ = (23)

LRy —R; 2d(s;,0)

In Formula (23), k=1---,K, K is the Monte Carlo sampling point, and then the
following conditions are met:

Ry —R: <d(s,0;) <Ry +R; (24)

Copyright © 2016 SERSC 5



International Journal of Smart Home
Vol. 10, No. 11, (2016)

The polar coordinate form of sampling points can be obtained based on the method of
concentric circles:

(0,0), Ifgl—sz—O[sl ”

] if & > |&,|;
1
7(2- gl/sz)j

if —g,<6 <¢,,

(25)

otherwise.

(4
( +82/81 ] ife, <—g,0U¢ <&y,

7(6— 6‘1/82 J

Then, the overlapping degree of sampling point k within the range of electronic tag J'0
is:
0, D" rder/ <1

ieSNg

e Z rder/ -1, Z rder/ > 2 @0 (26)
and load balancmg index can be defined as: OQ \>/

fo= ] ——
lg Lo ;:K oer,] \% (27)

3.3. Adaptive Target Function
% of e

In order to solve the integration n mdexes of the above-mentioned
three 10T RFID network per ce, the d| nal solution is to comprehensively
bgg‘:Smg

consider the three indexes wei actor and establish the comprehensive
target function of RFID n ork W|th iled form as follows:

min f =y, f + 7,1, +;/33 (28)

In Formula (2&\«\ Vs @wtmgs and shall meet following requirement:

7ty tys=l (29)

Target Fufetion (28&) divided into two situations: one is when f,, f,and f;are in
the same order of de, n~ 7> 7scan use a same order of magnitude; the other is
when f;, f,and |fferent orders of magnitude or one of them is in a different order
of magnitude, he values of 7~ 7 7:should be selected according to the orders of
magnitud?\%ﬂ, f,and f,. But in practical application, the orders of magnitude of f,,
f, and @ inuously vary with the performance index characteristics and evolution
D c@ refore, the target function with fixed weighting cannot reach ideal results. In
solve this problem, an adaptive weighting selection method is designed as

f

- flmin f2 _ fzmin f3 _ fsmin

min f = — + — 4 -
flmax _ flmm fzmax _ fzmm famax _ f3m|n (30)

Where, f™ and f,™ are the minimum values and maximum values of No.i Index f; in
current evolution swarm. In the above-mentioned adaptive target function, the hyper-
plane defined by index weighting and limiting points shall be updated along with the
update of index limiting points, and the final result will be minimum limiting point
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gradually approaching final ideal point, so that the optimization of target function is
completed.

4. Experimental Analysis

4.1. Algorithm Parameters Impact

Two standard test functions are selected for the performance test of GTHS algorithm,
and the characteristics of the two functions include high dimensions, multi peaks, lots of
local extreme points which are strongly seductive to HS individuals; the test functions are
as shown in Formula (31), and see Table 1, for the overall optimal values and parameter
settings.

f,(X)= i[xf —~10cos(27x,)+10],

fZ(X):[ian:xf—]illlcos(xi/«ﬁ)+1}/4000. d?“v
Table 1. Test Function Parame @\l’n S %
f D ( §<§ RS PAv

f1 20 [-5.12.5.12] \V
f2 20 (1%600,60Q] (54 O

In the above-mentioned refinement algo@the main\@y’ls to add Gaussian traverse
parameter 9 and control parameter « | \ algoriiim, and 4 has a large impact on
parameter « , so does variance o, on@iian %@ammeterg . Parameter settings:
HMS =100, HMCR =0.95, PAR 507 ité =1500, 3. The test results are as shown in
Figure 1. A .

N

@ 0 50 100 150 200

Evolution generation

% (a) f1 function
O .

log(f2)

0 50 100 150 200

Evolution generation

(b) f2 function
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Figure 1. Effect of Variance Value

It can be seen from the comparison of curves in Figure 1 (a), and (b), when variance
o, =2, HS algorithm has the optimal convergence process. Meanwhile in theory, it can be
seen from the analysis of Formula deviation (12), the main function of parameter « is to
make the values of parameterbw in a state of monotonic decreasing; larger bwcan be used
in preliminary stage of the algorithm and smallerbw can be used at later stage, which can
balance the exploration and development capabilities in both preliminary and later stages
of the algorithm. In spite of this, as the change of bwis too regular, the innovation of this
algorithm will be reduced. In this regard, the Gaussian traverse function 9 is used to
enhance the randomness of bwchange, but in fact, the value of 9 is not as large as better,
and it can be seen from the analysis of simulation comparing results, o, =2 is the optimal
value.

As a matter of fact, like Figure 2, in terms of Gaussian traverse functiong ~N
the Gaussian function variance o is too small (for example o=0.5), the values o

be

mainly distributed within[-11], showing a peak pattern, and the overall distfib values
are comparatively larger. While when variance o is to c(for =4), the
value distribution of y will show a flat pattern, mainly, e transverse

space is expanded while the overall values of ¥ a atlv Iy er. The specific
impacts on control parameters: (a) large ¥ values @ve lar wq on parameter «
and meanwhile, it will disturb the overall decrgasing trend of ) small y values will
have little impact on parameter « , and can the Nqéement impact of Gaussian
traverse distribution 9 on control param

0.4

0.3

. \ |

Qo a2 i
O &@ -5 2 5 10
iglre 2. Gauss Distribution for Different o

4.2. Example o™NOT RFID Optimization

Accopeiflg, 10 the experiment setting in Reference [9], the IOT RFID network area is

30m d there are approximately 100 electronic tags randomly distributed in this

@ each reader has a deployment ceiling of N... =20; electronic tag setting area has

%ius parameter uncertainty value of R, =1Im, and the detection radius of the reader
= =8m; the parameter value of RFID network coverage index is:

A=L4,=0
{:Hl =1 ﬂz =05 (32)

Three algorithms are selected for the simulation comparing targets, including the
adaptive space particle swarm optimization (RPSOAS) [12], combined differential
evolution algorithm (CDE) [13] and parameter adaptive differential evolution algorithm
(C-MC) [14], and running the RFID network optimization processes of these three
algorithms for 50 times to obtain the average value, and the optimal and average values of
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RFID network optimization are shown in Table 2, and 3, and the optimal network
identification distribution results obtained by means of comparing algorithms are shown
in Figure 3. The evolution process convergence curve is as shown in Figure 4.

Table 2. Optimal Identification Results

GTHS CDE RPSO AS C-MC
Coverage rate 72.1356 85.3415 90.9584 83.9128
load balance 0.0123 0.0239 0.8065 0.0553
network cost 0.15 0.32 0.41 0.36
target value 5.2327 8.5368 9.1271 7.4357

Table 3. Average Recognition Results
= .
GTHS CDE  RPSOAS c-|v|c:5 \/

Coverage rate 69.3214 81.1798 86.1918 80.

load balance 0.0021 0.0223 0.299 0.@
network cost 0.127 0.331 %23 g
target value 4.9675 7.8935 \ 79 286

In the simulation results if Figure 3 (a), ~ (d), th€ REND netwark optifnal identification
conditions of four comparison algorithms, which Q HS, , CDE and C-MC,

are presented, and the black spots "." and sugrunding small cireles are RFID network
i he b les in simulation results

electronic tags and their uncertainty re

represent the detection area of corresp readers,.and ¥*" represents the readers in

RFID network. Table 2, and 3, the a optipti values of the four comparison

algorithms which are GTHS, RPSQV , CD%C—MC for RFID network target
e reswlts,

function. Table 2, shows the o ti@f olutio from which it can be seen that in
the comparison of optimizatign estlts o iMal adaptive values, GTHS algorithm can
achieve better optimization result tha

the other three algorithms, while C-MC
algorithm ranks the seco

and CDE algorithms.
the above-mentio

3, showss the optimization data of average adaptive values of
rj and the average value operation results in Table 3
are similar to thﬁ& Table 2)\with the average value results of GTHS algorithm being
better than f the ot hree algorithms, and C-MC algorithm ranking the second
place, beingaslightly beﬁ n RPSOAS and CDE algorithms. The above experimental
data directly proves asibility and effectiveness of GTHS algorithm in 10T RFID
network identificati
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(a) Optimal identification results for GTHS algorithm
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Figure 3. Optimal Identification Results
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(a) Coverage convergence curve
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Figure 4. N ptlm n Convergence Curve

Figure 4, shows the o iﬁ; I, worsm verage convergence curves of target adaptive
values when GTHS algogthm and qdaptive target function are adopted, and in order to
e ry logarithm which is commonly used in signal

processing is_USEONJOr data a ication. It can be seen from simulations curves that
although t ude of three targets' adaptive values are different, GTHS
algorithm ce :@nous optimization of the three network index after adopting
the weighting adapt efinement, and meanwhile the phenomenon in Reference [8]

that index with orders of magnitude merging index with smaller orders of
magnitude can ided, so that the problem of local extreme points can be prevented.
Table § i the load balancing and adaptive value deviation, from which it can be

seen that the precondition of different network scales and tag distribution forms,

and C-MC algorithms, and each of the later two algorithms has advantage and
a0V tage in load balancing and adaptive value. Compared with the above three
gefithms, GTHS algorithm always has the optimal load balancing and adaptive value,
which proves the robustness of GTHS algorithm on network parameters.

Table 5. Load Balance and Fitness Deviation

Network Tag

N Performance index GTHS CDE RPSOAS C-MC
Scale distribution

30%x30 m Normal Load balance 0.0278 0.0371 0.0417 0.3202
100 tags Adaptive value 7.2347 7.6164 7.8598 8.0525
50x50 m Normal Load balance 0.0312 0.0386 0.0624 0.3501
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Network — TaQ — poconceindex GTHS  CDE  RPSOAS C-MC
Scale distribution

250 tags Adaptive value 7.2156 7.5601 7.753 7.8085
Load balance 0.0326 0.0394 0.0838 0.3504

Random  \japtivevalue ~ 7.1682 7.4611 7.6617  7.8183
Normal Load'balance 0.0326  0.0384 0.0511  0.3437
100x100 m Adaptive value ~ 7.2863  7.5402  7.6073  7.7857
1000 tags Random Load balance 0.0317 0.0352 0.0795 0.3451
Adaptive value 7.0563 7.6296 7.6812 7.8194

5. Conclusion

In order to further improve the accuracy of 10T RFID network optimization, thig paper,
puts forward the innovative design from two aspects: One is to further impro
optimization algorithm performance, which is based on harmony search algori h%slgn
control parameters and introduce Gaussian traverse distribution function for péfikement;
the other is improvement of RFID network optimization %I,whic adaptive

weighting form target function to realize synchronou ution ork index,
effectively avoiding being trapped in extreme points, Tde Simufatiofesults show that the
GTHS algorithm optimization result of adaptive t gta funetion is better than
those of algorithms in comparing references. Thesesearch on“atio frequency network
optimization of large-scale 10T RFID has {xlmporta conomic significance; the

above-mentioned algorithms also includ esearch this field, but lack of
verification under practical environ \ d thls ill 'be the focus of next step
researches. é
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