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Abstract % %
In the process of coverage for multiple targets, due @g stepce olNg’large number
VEr

of redundant data make the effective monitoring age, dec d and force the
network to consume more energy. Therefore, per p@ a multi-target k-
I ili

coverage preservation protocol. First of all, |s the between the sensor
nodes and target nodes through the netw method to compute the
coverage expected value of the mon area; seco in the network energy
conversion, using scheduling mechan sens o@s to attaln the network energy

through different nodes energy

balance, and achieve different netwﬁ veragﬁg‘

conversion. Finally, simulati @ s show that "NMCP can effectively reduce the
number of active nodes meg& tain ge requirements and then improve the
network lifetime. \

Keywords: wirelet@gr ne SN); network lifetime; coverage rate; multi-
targets; preservat tocol :§

1 Introd@

As techritlogies a ce wireless sensor network (WSN) technology gains rapid
development. WSN e network system constituted by a large number of randomly
scattered or selfa0r@arized low-cost sensor nodes. These nodes display their features in
the calculation, ory, communication, storage and control ability [1-2]; and in terms of
they can integrate the physical world and the information world, achieving
ervice system for data collection, calculation, communication and control
engineering field, WSN has been widely utilized in many sectors such as
and national defense, traffic and transportation, medicine and health,
nmental monitoring and emergency rescue. Take the battlefield as the example,
WSN presents the coverage figure with multiple K values, as shown in Figure 1.

Coverage quality and energy management, as two hot issues in the WSN research,
are also two critical indices for the performance of the SWN structure [4]. The nature of
coverage dose not refers to full coverage over the monitoring area, but over the focused
targeting nodes. The coverage quality imposes direct influence not only on both the
attention on the targeting nodes but also on the life circle period of the network and the
network service quality [4-5]. If multiple-target nodes are to be covered, K-coverage
model can be adopted. Generally speaking, sensory nodes are randomly scattered in the
monitoring area, which may result in excessive nodes in certain location and thus put this
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area in high-density deployment. In this way, there will be a large number of redundant
nodes that can disturb the communication channel to weaken communication ability
between nodes, increase the network energy consumption and limit the further expansion
of the network.
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Figure 1. The Figure of I@ agé\/
2. Relevant Researches O \\/

For recent years, many scholars at home_gaRd broad hx@ade productive researches
on the wireless sensor network cover made_certain progress in this field. In
e

Reference [5], the connectivity—cover% duli trol algorithm (SCA) was put
forward. With this algorithm, one ¢ ulate&go ability of sensor nodes covering
any targeting node in the monit rea throu olving the function of the relation
between the network conr‘e%t and \%e quality, and dynamically adjust the
distribution of active nodes to“Balan 0% work energy as a whole. Reference [6]
proposed the distributed covera cﬂgﬁithm. This algorithm divides the monitoring
area into different, sul= oronoi figure and demonstrates the affiliation

between the maxh\r iftuy edges and the maximum and minimum angles of
polygons in the ric calculation. Then through iterative optimization
of every re ub-aregssare covered as expected. Reference [7] suggested calculating

the networ erage
optimization, with i

the artificial bee colony algorithm and particle swarm
ce of iteratively refining local solution set based on the two
artificial algorith limiting the “overflow” of the locally optimal solution. And
concerning the&&( optimization, the fitness function is used to optimize the locally
optimal solutioriset for the overall optimal solution so as to cover the whole network
system. F?s%mce [8] put up with a strategy to restore and optimize uncovered areas

i @ bly increase and optimize sensor nodes in uncovered areas with the premise
aT"Coverage rate. This strategy, via geometric graphics, calculates the uncovered
1 sensor nodes and find out the best uncovered location for restoration so as to
sensor nodes and ensure the network connectivity. Reference [9] proposed the K-
grade barrier coverage algorithm based on the maximum network life cycle which
presented the method of calculating the ceiling and floor of coverage rate at the
theoretical level. In terms of the energy conversion of sensor nodes, the greedy algorithm
is adopted to optimize the communications channel among sensor nodes to finally achieve
network energy balance. In Reference [10], the event-probability-driven mechanism
(EPDM) was presented. This mechanism builds up the network probability model,
calculates the coverage rate of any sensor node within the monitoring area and gives
procedures to prove K-coverage of targeted nodes among active nodes. In choosing the
channel, the ant colony algorithm is used to find the optimal one to save the network
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energy. Reference [11] put forward the energy-efficient target coverage algorithm
(ETCA) based on linear programming. With this algorithm, the target nodes can be
classified via linear programming and various target sets can be effectively covered by
clustering. Then through calculation, the rest energy of sensor nodes will be balanced to
effectively cover the monitoring area. Reference [12] proposed the coverage conserving
protocol and gave the model for calculating the redundancy rate of the normal distribution
of the radius of sensor nodes without location, achieving the sensor nodes distribution
scheduling mechanism, efficiently covering the monitoring area and extending the
network life cycle. Such a algorithm can realize better coverage and reduce the energy
consumption of sensor nodes through the energy scheduling mechanism, but is of high
complexity and calculation burden. Reference [13] presented the distribution-oriented
self-moving scheduling and programming algorithm that covers the target nodes via a set
of self-moving sensor composed by sensor nodes. When the moving target node enters the
set, the nodes in the set that has completed coverage for the first round will transter t

configuration protocol to the next sensor node to finish the whole covering pro e
set. Despite its ability to cover the target nodes, this algorithm is too ideal eve the
comprehensive coverage in real situation. Reference [14] pr @gorithm
es Co

osed a coye

based on sensory perception model which calculates the f§enso® verage in
the monitoring area via Exponential distribution char istics, and presents the
calculation procedures for coverage quality via his Ig&M, though it can
effectively cover certain monitoring area, is very ex to c ? Reference [15] put
up with a node distribution algorithm for the largest covera on genetic algorithm.
This method introduces the genetic algo %mto t tlon set, builds a solid
evaluation function via Monte Carlo me then_increases the number of the next
generation in the random sample and @Nzes th s to get coverage balance. This
algorithm fastens the coverage to exte equwed but ignores the energy
consumption of nodes. The Igorrth posed in Reference [16-18] are all
based on the location of sen:g% to gett verage rate, which can effectively cover
the monitoring area theoretica aI positioning equipment like GPRS is
needed to obtain the nod@:atron i g the cost of network system operation and
strengthening distwb@ ong signals’ In this case, the coverage relation of sensor
nodes cannot b |

coverage as th@se an clustering structure as the object, proposed a self-
adaptive tified data collecting frame, in which data analysis and collection are
conducted sterin as well as the prediction model. This frame integrates the

data collected, but j node energy consumption. Reference [20-23], based on
researches on eff overage, put up with node energy conversion model, decreasing
eéi

. Reference [19], taking wireless sensor network

the node ener umption and the cost of node energy, but weakening the coverage

connecte

inating set and discussed the method of energy-conservation dominating
2" And to balance the network energy consumption, the rest energy is used to
to choose the nodes to be covered. All these continuously cover the target

effect. In ief ce [24], Wu proposed a protocol for localizing the distribution of

3. Network Model and Coverage Quality

To better study WSN coverage and NMCP algorithm, this paper made following
assumptions:

(1) All sensor nodes have perception ability with disc-shaped perception and
communication range.

(2) The perception radius of sensor nodes is much less than the side length of the
monitoring area.
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(3) At the initial moment, all sensor nodes are of equal energy and in line with the clock.
(4) All information about the location of sensor nodes is obtained by GPRS.
(5) The perception radius of sensor nodes is in normal distribution.

3.1 Basic Definition

Definition 1: (Target Coverage) In the two-dimensional plane, any target node is
covered by at least one sensor node, which refers to target coverage.

Definition 2: (K-coverage) In the monitoring area, any target node is covered by sensor
nodes with their number as K, which refers to K-coverage.

Definition 3: (Network Life Cycle) The time range from the network operation to the
moment any target node in the monitoring area cannot be covered by sensor nodes is
called network life cycle.

Definition 4: (Coverage Quality) In the two-dimensional plane, the ratio oRtotal®
perception area of sensor nodes and total monitoring area is called coverage ratio

3.2 Coverage Quality . 0
Theorem 1: In K-coverage with K as 2, the coverage \ ny{(arg de is set as p.

m and n were the moving times of sensor nodes currenc ability as p’q™

and contingent probability as pg™™*. Here, q=1-p. y
Proof: Set X as the moving times of nodes |§the st round as that in the second

round. As can been seen, in the first round, t etn vered by sensor nodes at
m times. And in the second round, the tar e is covereéd Dy sensor nodes for twice at
n times and uncovered at n-2 times. Th% occu®robablllty of sensor nodes is:

P(X=mY =n)=p'q"* & (1)
m n)=pq t&

And the combined probabili rst aad%ond round is:

z " mé“) ’\\'Q )

©)

The multlpllcatlo la of probability leads to:
P(Y=n|X=m =mY=n)
- P(X =m)

O\b: Pa gt @

@ng over
heorem 2: Set the coverage rate of any sensor node as p, and then the coverage rate
of any node in the two-dimensional plane is P(nA)=1-(1-p)".

Proof: Mathematical Induction is adopted for proof. In the two-dimensional plane, nay
sensor node is dependent on each other. According to the probability theory, if K=2, then

P(A+A)=p(A)+p(A)-p(A)p(A)=1-(1-p)’ ()
If K=3, then the combined probability is:

P(A+A+A)=p(A+A)+p(A)-p(A+A)p(A) (6)
If Formula (6) is applied into Formula (5), then:

P(A+A+A)=1-(1-p)® )
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If K=i, Formula (7) leads to:

P(nA)=1-(1-p)" (8)
Proving over.

Assumption 1: In the two-dimensional plane, the coverage rate of sensor nodes is p and
N the largest times of the continuous coverage of the nodes. Until the moving target nodes
are covered, the expected sensor node coverage rate is E(X)=[1-(1-p)"]p™.

Proof: In the two-dimensional plane, if the moving times of the target nodes is X, then
Xe[1,2,3...N] as N is the largest times of the continuous coverage of sensor nodes. If
X=m and 1<m<N-1, namely the target node is not covered by sensor nodes with the times
from 1 to N-1, then the distributive density function of X in line with the probability

theory is:
p(l-p)”"  k=123--N-1

P(X:k):{(l ) k=N
— p = *
Namely: ?y

N-1
E(X)=> kp(1—p) " +N(1-p)"™ (10)
k=1
If g=1-p, S= Zk 1-p)~ then s= quk TUIf @phe&h sides then
k=1

S = qu ,or specifically: O
(N gVt = 1- q ( @Q \6

(1-p)s= Zq @
S_1—q * (N-1)g™ :1—(1_ p)Nf %_1)( * if s is applied to Formula (10),

(1-q  1-q ’ p
then: 4 ’\6
=)= p{ 2 @ R gy

p’ ’\Q p*
1-(L-p)S * (12)

= Q N—lél‘— ¥N(@-p)"
L "’pb [1-a-p)']p"
4NMC€@§)I

-1

Conversion

nergy consumption of sensor nodes usually lies in such two parts as perception
nd communication part. If the data collected is | bit, the energy consumption of
perception part and communication part are respectively Erand Egy:

‘. (I,d)z{lETe,echlgfsdz , d<d, 12)
IE; o +lEampd® , d 2
The energy consumption model of receiving module is:
Eq (I) =Bz eec (I) =IE, . (13)
I bit is the fixed length of data transmission, d the communication distance (Euler)

between sensor nodes, dythe threshold value of communication distance. If d<d,, then the
energy declining index is 2, otherwise the index is 4.

T—elec
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Definition 5: (Optimal Subset) Set the WSN sensor node set as G. If in the unit time,
a senor node subset G;cG, which makes all sensor nodes cover the target set T, then G, is
the subset of G.

Definition 6: (Energy Property) W={w;,w,,ws...w,} refers to the set of initial energy
of sensor nodes, and W conforms to the W~N(z, 02) normal distribution. w; represents the
initial energy of the sensor node s.

Definition 7: (Maximum Distortion Amount) with the premise of certain coverage
rate, the maximum distortion amount is

E[(sl(x, y)—s(x,y)z)JsD Vs, (x,y)eA (14)

s;(x,y) is the estimated value of the Euler distance between sensor nodes and target nodes
and s(x,y) the average measured value of the Euler distance between the two.
Theorem 3: The distance between sensor nodes is less than or the same as the difference

of the variance and half of the distortion value. g
Proof: Set the measured value of the sensor node t(x,y) as s(x,y), and the d
contains the measured one. And if the multiple-target nodes are to be ed, the
average value is all in line with normal distribution. The enefgy set of es with
fixed energy is W={w;,w,,Ws...w,}. The Euler distance be@ mm tion nodes is:

R((% ) (%0 ¥2)) = (% =% + (Y= ¥, )
(15)
=E[(S(xl,yl)—u)(S(xz,yz)—u)JzR(d) O

Set H as the set of sensor nodes with data cted, then, is he complementary set.
The measured value of the sensor node clo the targé in H is used to estimate a
signal data in H;. So the estimated S|gnaﬂ sl(xo,y® target node (x,y) is

$1(X0,Y0)=S(X1,>2) (16)

And Formula (14) and Formula d to: s\}
E[(S(Xo'yo)_”)(s(ulv)_”) = XO'y% (17)
:202—2R(d (% Yo ) ( é&

Apply Formula (1 rmula (17)Niten

R(d ((Xo:yo)’(uavx -D/2 (18)
Proving over. Q
4.2 NMCPQrithm &)phy

According to th C idea of Reference [11], based on the clustering technology
theory, the monj rea is divided into several sub-areas, and every cluster head node
manages and Is the other nodes in the cluster. At the initial stage of network

operatiorm@es in the cluster first send the message “K-coverage” to the head node.
Then th node builds a chain table and stores the information received in this table,
inch& of sensor nodes, the perception extension and energy declining. After one

several cycles, the head node receives all the information sent by nodes in the
%r, then classifies and ranks the information in the table according to the rest energy
of nodes and grants certain value to the nodes before the table. Next is to search for the
sensor nodes qualified for the coverage of the target node and mark them. At last, the
head node sends “K-Notice” to other nodes in the cluster, and qualified sensor nodes are
to cover the corresponding target nodes.
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4.3 Procedures of NMCP Algorithm

Step 1: Calculate the perception intensity of nodes in the cluster.

Step 2: Nodes in the cluster sends “K-coverage” to the head node. After one or several
unit hours, the head node receives information sent from other nodes in the cluster.

Step 3: The head node receives all the information sent by nodes in the cluster, then
classifies and ranks the information in the table according to the rest energy of nodes and
grants certain value to the nodes before the table.

Step 4: Search for and mark the qualified sensor nodes.

Step 5: If the target node is under the K-coverage, the head node will search in the
chain table via traversal to close the sensor node with low perception intensity.

Step 6: After traversal in the table, the head node schedules the optimal subset to cover
the target nodes. Otherwise, return to Step 2.

*
4.4 Analysis of the Complexity of NMCP Algorithm \/

In the analysis of NMCP algorithm, n represents the number of sensor odgnm equals
to the number of edges connected between any two sensor O(ies P%Q a are the

minimum and maximum coverage value of the momtorl .Apm e increment
of coverage after each covered process. Set Ppi,= X n, are constant
coefficient. Assume: At the initial moment, the per. m@‘& sensor node is
p(0)=b/n, at time t, the transition probability of a node i er than ¢/2bn which
also means the minimum probability of sen ode s co e m.n—C/an Set R=(1-
e)p(t-1) at time t+1, the coverage of a sens@s

p(t+1): p1+1(t+1)

Py (t+1)+ p(t+1)

% 19
< Pea(t+1) < K &\ ( )
c+pt(t+1) (- Ap)(c+ce+:
When L= th COW NMCP algorithm is E(T) which is the

(1- )( c+ce+R)

following
i 2bn N
E(T)mzl(c(n—m'@ \& (20)
I ORG
c c '
Since "213 is the harmonic series of first n-1 terms, let HH:E% , then
:Zi:%—l<.|." 11dx<“X tIs
Hn71:n7 1*_[1"71%dx:0(lnn) (21)

ations on the Mechanism
further testify the validity and feasibility of NMCP algorithm, this paper, with
MATLABY as the simulation platform, conducts simulation experiment on NMCP and
Reference [10] and [11] and gives comparison of performance under different evaluation
system. Parameters are shown in Table 1.
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Table 1 Table of Performance Parameters

parameter value parameter value
Monitoring area III 400*400 R. 20m
Rs 10m ERr-elec 50J/b
Initial energy 10J Er-elec 50J/b
time 600s &s 10(J/b)/m?
Emin 0.005J Eamp 100(J/b)/m?

This paper, in the same network scale, conducts simulation experiments on the network
operating time and coverage rate based on NMCP, ETCA[6], ECAPM[8] and EPDM[5]
with different network life cycle, scale of target nodes and number of sensor nodes, as
shown in Figure 2 to Figure 5.

Vo
600

—&— K=2, NMCP

—o— {=3, NMCP 0

—¥— K=4, NMCP

5009 2 grea
—k— ECAPM
400-

3004

Lifetime network

20 @ 60 Ny 100
ﬁum%es

Figure 2 paki Network Life Cycle
Figure 2 presents ulatlon ess}rof comparison of network life cycle based on
NMCP, ETCA a N be seen from Figure 2 that at the initial stage of

network operati operat| e‘of the three algorithms is nearly the same. However,

as the tim ECAPM show slower ascending speed. Because the two
algorithms |tor t)b le network intensively and transform the scheduling
mechanism between nodes via linear programming, which demands high cost of
NMCP algorithm in this paper realizes the coverage of the
y through searching for the optimal node set in the chain table. With
the same num of sensor nodes, NMCP demands more network operating time.
Compare%ETCA with 200 times of iteration, the network life cycle based on the two
algorith@ ends 16.33% and 19.75% respectively.

Q)O
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—— K=2, NMCP
—0— k=3, NMCP
—¥— k=4, NMCP
5704 & ETCA
—d- ECAPM

Lifetime network

4804

450

10 20 30 40 50 60
Target nodes

*
Figure 3. Network Life Cycle with Different Number of Target No?\/
nodes.

At the initial stage of the network operation, the numbe nsor noges with the
number of 10 at the initial moment. As network operatj
nodes increase, all network life cycle based
Compared to NMCP with K=4, ETCA and ECA
same number of target nodes, the network opeé@tin

Figure 3 reflects the curve of network life cycle with different number, of t
>

ime and th ber of target

ree ,algonithms is balanced.

ow mi Npﬁtuations. With the
ime of N is more than that of

ETCA with the rate of 7.12% and 9.06%.

@ 5 100 180 20 20
Number nodes
Figure 4. €omparison of Operating Time Based on Three Algorithms

Figughmonstrates comparison of the operating time based on three algorithms. It
can eived that the running time of NMCP is less than that of EPDM and ECAPM,
ecause the clustering structure of NMCP enables the searching speed for

ied sensor nodes for coverage much higher than that of EPDM and ECAPM,
making it easier to solve the coverage problem. And although EPDM adopts clustering
technology, it uses intensive coverage that can find the optimal coverage subset only after

searching all the nodes in the sensor node set at the time of energy conversion between
nodes.
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Fig.5 Comparison of Coverage Rate Changes

for comparison with the monitoring area as 200*200m~.
increase, the coverage rates of the three algorithms | he coverage

rate of 99.9% realizes the comprehensive covera arge no the number of
active nodes is 50 and k=4, the coverage rate of is 71 that of EPDM and
the co

In simulating the coverage rate, the experiment is con uEted on EP

ECAPM are 64% and 65% respectively. W vera reaches 99.9%, the
number of active nodes of NMCP is 296. the nuﬁof active nodes based on
EPDM and ECAPM are both 296, the ge rates e two are 91% and 88%
respectively. Thus, in this paper, the ge r MCP is 10.31% and 12.47%
higher than that of EPDM and ECAR@pectl e average.

6 Conclusions

Based on the analysjs<0f proble@ shortages in WSN coverage, this paper
proposes a nonllnear Ie—targ t verage protocol; then the network model is
established and s i on rel between sensor nodes and target nodes is presented;
next the paper c3 es and e coverage rate of sensor nodes in the monitoring
area and th exfected value, an mbodles the process to solve the coverage rate of any

~ e@the two-dimensional plane. In terms of node energy, this

etween communication distance and the maximum distortion

value, as well as t cess to realize NMCP protocol. For the last part, simulation
experiments are testify the validity and feasibility of NMCP protocol.

Further reseagches will focus on how to effectively cover the edge of the monitoring

area and i@ar monitoring area.
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