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Abstract 

Fires often occur, and the damage caused by them is often irreversible. Fire-prone 

environments can be identified through historical data, and predictive models are 

recommended to prevent fires in advance. This study uses a variety of machine learning 

techniques to build fire prediction models and perform a comparative analysis to predict fires. 

We use data from local fire departments in South Korea to build fire prediction models using 

decision trees, random forest, XGBoost, extra tree classification, artificial neural networks, 

and more. Before creating the fire prediction models, we analyze and significant predictive 

features of a structural fire. We compared the fire prediction models and showed accuracy, 

F1-score, precision, and recall. The prediction model built with the random forest is the most 

accurate, but there is a little difference in the accuracy of each model trained with the extra 

tree classifier, XGBoost, and neural network. For the F1 Score, the model with a neural 

network shows the best value. 1 
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1. Introduction 

This study views that the fire can occur in a similar pattern and similar fire can frequently 

occur.  The fire occurs in a variety of ways, in addition to the natural environments that can 

not be avoided.  On the other hand, there are many ways to prevent the fire from experience. 

In this study, we use data mining techniques to analyze past fire cases to build a fire 

prediction model. The existing fire prediction models are made by analyzing the relations 

with natural attributes such as temperature and weather to predict the fire [1]. In addition to 

the natural attributes, we consider the material of the building frame and environmental 

factors of the building. We use fire case data from the south Gyeongnam province in South 

Korea. The fire departments in Gyeongnam province has not enough workforce and 

equipment, and the area is vulnerable to fire [2]. Gyeongnam has the third highest frequency 

of fire occurrence. Besides, compared to the population, there were many casualties in five 

years. 

By analyzing the factors affecting the fire, we suggest fire occurring patterns to manage the 

factors to prevent or reduce the likelihood of fire. Using machine learning techniques such as 

decision trees, random forest, artificial neural networks, XGBoost, we build fire prediction 

models and perform a variety of comparative analysis to find the most appropriate model. The 

models in this study are implemented by the python language. 
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2. Related studies 

Many cities are densely populated, and there exists the potential for large-scale urban fires. 

Large fires are becoming an important research area across the world [3]. Researchs on the 

analysis and assessment of building fire have been conducted.  Fire risk of residential 

building was analyzed based on scenario cluster and its application in fire risk management to 

define the level of fire risk and to determine whether to take appropriate risk management 

measures or not [4]. Fires at larger marketplace buildings were analyzed, and a fire risk 

assessment system was established [5].  

Researches on structural fires and how to potentially prevent the fire of structures in such 

fires are far less performed than other areas of safety science research. This study views that 

large fire spread is incredibly complex, involving the interaction of temperature, humidity, 

climate, materials, and structures. Furthermore, it is difficult to model the prediction of a fire 

mathematically.  It has been an interest in the prediction of fire using artificial intelligence. 

Atlanta Fire Department used artificial attributes rather than natural attributes to build the fire 

prediction model by using machine learning techniques such as decision trees, SVM, artificial 

neural networks, and XGboost [6]. They investigated the fire risk factors of the buildings and 

put the priority level of the risk factors. The model built by SVM shows the best accuracy, 

75%. A joint study conducted by Carnegie Mellon University and the New York City Fire 

Department developed a model using machine learning techniques, logistic regression, ada 

boost, XGboost, and random forest techniques to find a building that has a high probability of 

fire [7]. New York City conducted a fire inspection every year, but they were unable to 

inspect all buildings due to an insufficient workforce. They tried to focus on predicting 

structures with high fire risk by using artificial attributes such as injury accident data, the 

number of buildings adjacent to the location of the building, violations of the tax and health 

and hygiene laws, tax payment history, complaint report phone history, the material of the 

construction rather than natural attributes.  

However, no research on the fire prediction model, considering both the natural 

environment and artificial factors, has been published. In this study, we consider both natural 

attributes such as temperature, humidity, climate, etc. and artificial attributes such as the 

number of adjacent buildings, the distance between buildings, building materials, etc. This 

study aims to provide knowledge that can help prevent fires by discovering patterns or factors 

that affect the environment susceptible to fire. It is not known that a specific learning 

algorithm is superior to other algorithms in all industrial problems in the performance like 

precision, recall, F1-score, etc. This study finds fire prediction models by setting the 

parameters based on the problem to solve and data to apply and to do a direct comparison 

analysis. 

 

3. Data and learning algorithms 
 

3.1. Data and attributes 

This study uses data on building fires in Gyeongnam province, South Korea, for five years, 

01 January 2014 to December 2018. The raw data is collected as a digital form of csv files 

from the database of LH compass. The table in csv file consists of 59,199 rows and 180 

columns. Of the 59,199 data, the number of data that fire has occurred is 7657. This indicates 

a more proportion of the amount of data that did not fire occur is biased in a ratio of 1:7. In 

this study, under-sampling is performed to mitigate somewhat the bias of the data for 

comparative evaluation of the models. The total number of data is 43,741 by randomly 
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extracting 7657 data from the fire and the remaining non-fire data. Most of the data attributes 

are prepared based on artificial factors such as distance from tobacco retail stores, distance 

from the non-smoking area, etc.  Many missing values are pre-treated in such a way as to 

delete the rows or add appropriate value. Additionally, we remove data attributes that are not 

meaningful, and that can distort the results. 

Attributes include discrete type such as steel-concrete structure and lightweight steel 

structure, and continuous types such as distance, temperature, and humidity. One hot 

encoding is performed using an algorithm that cannot handle categorical attributes. Data 

expressed in strings such as building structure and building purpose was arranged into each 

column by one-hot encoding, and numeric data such as land area, electric energy usage, gas 

energy usage was used as-is. Additionally, we delete data attributes that are not meaningful, 

and that can distort the results. The attributes that affect the building fire are confirmed 

through interviews with firefighters and past studies and are selected according to their 

importance. The importance of attributes is computed as the normalized total reduction of the 

criterion brought by that attribute.  It is also known as the Gini importance. Only those with a 

relative importance of over 15% are used. The relative importance of the features is shown in 

[Figure 1]. 

 

 

Figure 1. Attribute importance 

Most of the attributes prepared is based on artificial factors such as distance from tobacco 

retail stores, distance from the non-smoking area, etc.  

Humidity: In general, fires occur more frequently and significantly in dry winters with low 

humidity. The higher the humidity in the summer, the less likely it is to cause a fire. As a 

result, humidity can also be seen to have a significant effect on the fire. 

Temperature: Temperature is natural environmental conditions that affect the fire, just like 

humidity. In the summer, when the temperature rises, fires such as vehicle fires and factory 

fires due to overheating are frequent. However, it is not possible to fire more frequently in 

other seasons. This is because other factors, such as humidity and wind speed, are affected 

Material_of_architectural_frame: The frame of the building includes a steel-concrete 

structure and wooden structure and brick structure. It is commonly known that wooden 
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structures are vulnerable to fire, but the reinforced structure is the lowest in fire resistance. As 

a result, as well as accessible to fire, it can drop rapidly in durable once it occurs [8]. 

Distance_to_non-smoking_area: The closer the distance from the non-smoking area, the 

less the occurrence caused by cigarette butts or cigarette fires that cause the fire because the 

surrounding area is a non-smoking area. Experts say that fires caused by cigarette fires are 

one of the most frequent factor of fire. Hence, it can be seen that the distance to the non-

smoking area has a significant association with the fire.  

Distance_to_tobacco_stores: The distance from the tobacco retail store is also inferred in 

the same sense as a non-smoking area. The closer you are to the non-smoking area, the fewer 

cigarette butts or cigarettes will cause less fire. At this point, you can deduce that the distance 

from the retail store also affects the same context [9]. 

Distance_to_CC_camera: There may be cases where a person is set on fire with bad 

intentions, or a fire may occur due to a cigarette fire. In these cases, if the CC camera is 

installed at close range, it will be able to be a preventive effect of the fire to some extent [10].  

Distance_to_fire_water_facility: The water facility supplies water to fire trucks. If there are 

enough facilities to provide water to the fire truck, it will be possible to supply water to the 

fire truck in the fire efficiently. The fire inside the building can also be quickly extinguished 

early in the fire. It can be seen that it has a high level of preventive facilities that are well 

equipped with a fire extinguisher 

 

Figure 2. Correlation between features 

A correlation is a number between -1 and +1 that measures the degree of association 

between two attributes (call them X and Y). In this case, large values of X tend to be 

associated with large values of Y, and small amounts of X tend to be associated with low 

values of Y. The correlation between single-family housing and residential is about 0.75 since 

the single-family house is commonly used as residential buildings in Figure 2. A positive 

value for the correlation implies a positive association. The number of ground floors of the 

building and the number of underground floors of the building is also shown to be 0.69. The 

number of underground floors of the building, the number of buildings or_houses, and the 

building_area are also correlated with a correlation value of 0.55.  

We find that the larger the number of buildings, the greater the building area because it is a 

large building. In the case of the use of steel-concrete structure and multi-family housing, 
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there is a high correlation. Therefore, based on the above analysis, we simplified the use of 

attributes. 

 

3.2. Algorithms 

The prediction models can be built by algorithms such as SVMs, neural nets, logistic 

regression, naive-Bayes, memory-based learning, forests random, decision trees bagged trees, 

boosted trees, and boosted stumps, show good results in accuracy, reproducibility, and 

precision [11]. In this study, fire prediction models are built using machine learning 

algorithms. The data prepared in this study is applied to a decision tree, an extremely 

randomized tree classifier, random forest, neural network, and XGboost.  

Decision tree: The decision tree is suitable for creating classification models. It is easy to 

organize decision rules into groups of interest and classify into several subgroups from the 

decision tree. Since the analysis process is expressed by the tree structure, users could easily 

understand the process. In general, it is sensitive to the sample size since the sample becomes 

smaller as the subnode progresses [12]. This study should handle the various attributes of the 

data. Of the data mining techniques, the decision tree is considered to be appropriate to 

process the multiple attributes of the data. The decision tree is very suitable for creating 

classification models.  

Random forest: Random forest is a classification algorithm consisting of many decision 

trees.   It uses bagging and feature randomness when building each individual tree to try to 

create an uncorrelated forest of trees whose prediction by committee is more accurate than 

that of any individual tree. It has known that Random Forests significantly outperform Tree 

Bagging and other random tree ensemble methods in terms of accuracy [13]. 

Extremely randomized tree classifier: Extremely randomized tree classifier is a further 

development from the random forest, which performs similarly to the random forest [14]. 

However, there are performance differences that, namely decision trees show high variance, 

random forests show medium variance, and extra trees show low variance. 

XGboost is a method that is often used in the creation of predictive models in recent years 

as a gradient boosting algorithm that puts forward parallel processing and optimization as an 

advantage [15]. It is used only to produce optimal results with a classification model that 

focuses on performance and speed. It also has the advantage of being able to add additional 

learning data to a model that has already been trained once. 

Neural network: The neural networks are simple models of the way the nervous system 

operates. The basic units are neurons, which are typically organized into layers. It works by 

simulating a large number of interconnected processing units that resemble abstract versions 

of neurons. The neural network is composed of nodes and layers similar to human 

neurological neurons, and the node refers to the essential elements of the neural network 

model [16]. This technique is used to build models that are necessary to recognize the unique 

patterns or structures in the data. It is convenient to create a model for not knowing exactly 

whether the data has a linear relationship and a non-linear relationship or having two 

characteristics. Also, it is more suitable than other techniques for dealing with noisy, 

incomplete, and inconsistent data. To create a useful neural network model, it needs training 

data that includes a wide range of attributes. The model requires a precise setting based on the 

optimized conditions because of the technique that the result value can vary greatly 

depending on how the number of hidden layers and neurons is set. Neural networks in this 

study consist of two hidden layers, where the first hidden layer includes 11 nodes, and the 
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second does two nodes. It uses Adam optimizer to optimize weight and also the Relu function 

as an activation function. 

 

4. Analysis of models 
 

4.1. The patterns according to the fire risk level 

The probability of a fire occurring can be obtained by using a multi-layer perceptron that 

extracts the probability of a fire in the multi-layer classifier model [17]. For a further 

understanding of this analysis, it was classified as one group with a high probability of a fire, 

more than 0.9, and the other group with a low probability, less than 0.1, that is less likely to 

cause fires. [Figure 2] shows a simple example of the data distribution according to the multi-

family housing, steel-concrete frame, the fire risk level as a tree.  

 

 

Figure 2. The distribution of data according to the fire risk level 

Of the 113 buildings, according to a high probability of a fire, nearly 70.8% of them is 

multi-family housing, and 74.6% is a steel-concrete frame of the building. Of the 8430 cases 

for the low-risk structures, multi-family housing is more than 99%, and a steel-concrete frame 

is more than 96%. We find that the risk of fire is high if it is a steel-concrete frame building 

and multi-family housing. 

 

4.2. Performance of fire prediction models 

K fold cross-validation is performed to build a predictive model in this study. It has the 

advantage of making a more accurate estimate of out-of-sample accuracy since every 

observation is used for both training and testing. We use cross-validation and build K 

different models, so we are able to make predictions on all of our data.  

 

Figure 3. F1-score comparison 
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In [Figure 3], F1 score is a measure of a test's accuracy in a statistical analysis of binary 

classification. The F1 score is the harmonic mean of the precision and recall, where an F1 

score reaches its best value at 1 (perfect precision and recall) and worst at 0. It considers both 

the precision p and the recall r of the test to compute the score: p is the number of correct 

positive results divided by the number of all positive results returned by the classifier, and r is 

the number of correct positive results divided by the number of all relevant samples [18]. 

Table 1. Comparison of the model performance (%) 

Algorithm Decision tree Random forest 
Extra tree 
classifier 

XGboost 
Neural 

network 

Accuracy 83.8 89.3 88.8 89.2 89.1 

Precision 63.9 91.2 87.1 88.1 85.6 

Recall 65.1 55.1 58.3 57.0 59.3 

F1 Score 62.6 68.8 68.9 69.8 70.1 

[Table 1] shows the accuracy and the F1-score of predictive models with five machine 

learning algorithms. The prediction model built with the random forest is the most accurate, 

but there is a little difference in the accuracy of each model trained with the extra tree 

classifier, XGboost, and neural network. For the F1 Score, the model with a neural network 

shows the best value, 0.701.  

 

5. Conclusion 

In this study, we built fire prediction models by using machine learning algorithms and 

compared the performance and results of the models. Key attributes affecting the fire were 

identified.  

In the future study, we would like to use this study as follows: The first is to develop 

applications for firefighters that utilize natural conditions such as humidity, temperature, 

wind_direction, wind_speed, and precipitation. All of the natural conditions used here are 

based on the attributes that cause the fire. First, the real-time data containing the natural 

conditions received from the Meteorological Agency Open API are stored in the database in 

the application, and the database is linked to the fire prediction module. This will reduce 

careless behavior as much as possible on fire-prone days. Besides, firefighters can thoroughly 

prepare equipment for the outing on high-risk days or replenish tribal personnel. This will be 

able to prevent fires and minimize the damage in the event of an outbreak. 

Second, this study can provide necessary information on building a fire prevention system 

through building risk classification.  If you focus on building at high fire risk, you will be able 

to achieve a more significant effect. 
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