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Abstract  

Credit card fraud is a problem that has grown by great danger and has a huge impact on 

the financial sector. The challenges of credit card fraud are the availability of public data, 

high imbalance in data, and volatility of the fraud nature. Over the years ensemble learning 

has gained more importance and proved to give better performance. Here we try to do a 

comparative study of various ensemble approaches using various learning algorithms on the 

credit card fraud data and to understand multiple models based on various evaluation and 

performance metrics using the SMOTE balancing technique. 
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1. Introduction 

Over the years, due to the rise of e-commerce, the use of debit cards for purchases has 

increased drastically. The present unprecedented just added more and has increases the use of 

credit cards manifold. Credit card payments have become one of the popular methods of 

purchase and have revolutionized the way of payments. Financial institutions issue these 

credit cards for the customers to use, the customers can use these cards for purchases and 

doing credit transactions by using the details imprinted upon the cards. 

When the information of your credit card is used to make purchases without your 

knowledge that implies there is a fraudulent transaction which can adversely cost you money 

and can also affect your credit score. Some individuals try to exploit this information making 

identity thefts and cause of huge losses to credit card owners by doing fraudulent transactions 

and this problem is something to be addressed with the increased e-commerce and the ease of 

making payments and transactions, it is now important than ever before for establish proper  

fraud detection and fraud prevention techniques. While fraud prevention works by setting 

some thresholds and security methods to prevent fraud, fraud detection is totally on 

understanding the patterns of fraud transactions by Machine Learning and Deep Learning 

techniques to check for the possibility of a fraudulent transaction. As the methods and 

strategies used by the fraudsters change constantly there is a high and constant need for ML 

techniques in the sector. And over the years these machine learning techniques have been 

widely used in fraud detection and achieved favorable performances. 
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2. Essential concepts  
 

2.1. Simple ensemble techniques 

(1) Max Voting. 

A technique used for classification problems. In these multiple models are used to make 

predictions for each data point. These predictions are then voted by each model, the majority 

vote of the models is considered the final prediction. 

(2) Averaging. 

Similar to the above method multiple predictions are made based on a single data point. 

The average of all the predictions from the models is considered the final prediction. 

(3) Weighted Averaging  

This acts as an extension to the above method but differs in assigning weights or importance 

to models for making the predictions and then getting the final average. 

 

2.2. Advanced ensemble techniques 

(1) Stacking. In this technique, a combination of multiple machine learning models takes 

place on the same dataset. Stacking uses heterogeneous weak learners for predictions. 

The architecture usually involves two models: 

(a) Base-Model 

(b) Meta-Model 

A pool of base models is trained using the training data and the predictions are taken. The 

outputs of these models are used to train a different meta-model to give the final prediction. K-

fold cross-validation technique may be used to train the base model. 

(2) Bagging. Also called Bootstrapping is a sampling technique where we create bags of 

subsets from a dataset. A base learner is assigned to each of these subsets. These models run 

independently and parallel to each other. The final predictions are then made by combining 

the predictions. 

(3) Boosting. Boosting refers to a family of algorithms that converts weak learners to strong 

learners. Boosting is a method for improving the model predictions of any given learning 

algorithm. It trains weak learners sequentially each time correcting its predecessor. 

 

3. Related research studies  

Credit Card Fraud detection has proved to be a challenging problem because of mainly two 

reasons which it poses - both the profiles of fraudulent and normal behaviors change and data 

sets used are highly skewed, the data is so much imbalanced that the majority class is almost 

99% or more which makes the problem more critical where the traditional machine learning 

methods become less significant to use. The performance of fraud detection is affected by the 

variables used and the technique used to detect fraud.  

Bagga et al. [1] in their research compares the performance of several traditional ensemble 

machine learning methods such as logistic regression, K-nearest neighbors, random forest, 

naive Bayes, multilayer perceptron, Adaboost, quadrant discriminative analysis, pipelining, 

and ensemble learning on the credit card fraud data. They successfully investigated and 

proposed their findings on the performance of Logistic Regression, Naïve Bayes, K nearest 
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neighbors, Multilayer Perceptron, Ada Boost, Quadrant Discriminant Analysis, Random 

Forests, Pipelining and Ensemble Learning in determining fraudulent credit card transactions. 

They used different classifier models which were trained on the real-life dataset and their 

performances were evaluated based on various parameters and metrics. Since the datasets 

were highly imbalanced, they used the ADASYN method to make the dataset balanced. 

Finally, they evaluated the performance of the classifiers using precision, accuracy, recall, F1 

score, Matthews correlation coefficient, and Balanced Classification Rate.  

Sahony et al. [2] in their research presented an ensemble machine learning approach as a 

possible solution to Credit Card Fraud Detection. They observed that Random Forest was 

more accurate in detecting normal instances, and Neural Network was for detecting fraud 

instances and finally presented an ensemble method - based on a combination of random forest 

and neural network - which was able to predict with high accuracy and confidence. Zareapoor 

et al. [3] in their research examined three state-of-the-art ensemble techniques for detecting 

the frauds in credit cards transactions using a bagging classifier based on the decision tree 

algorithm. They found that Bagging ensembles perform the best as compared to the traditional 

machine learning algorithms in detecting frauds. They used two metrics for the evaluation of 

the ensemble methods which were Balanced Classification Rate (BCR) and Matthew's 

Correlation Coefficient (MCC) [3][19].  

Barahim et al. [4] in their study examined the three widely used machine learning 

techniques using Weka: Decision Tree, SVM, and Naïve Bayes each technique was applied 

individually in the dataset and was enhanced with boosting ensemble technique. The credit 

card fraud detection model was constructed with Boosting and Decision Tree resulted with 

the highest accuracy of 98.37% and F-Measure of 94.49% while Decision Tree only resulted 

with the accuracy of 98.27%and F-Measure of 93.98%. The results can show the impact of 

applying Boosting ensemble technique and how it enhances the performance of the machine 

learning techniques [4]. 

Randhawa [9] in their study on credit card fraud detection using machine learning 

algorithms presented several standard models which include NB, SVM, and DL. They used a 

publicly available credit card data set has been used for evaluation using individual (standard) 

models and hybrid models using AdaBoost and majority voting combination methods. The 

MCC metric was adopted as a performance measure, as it takes into account the true and false 

positive and negative predicted outcomes. The best MCC score is 0.823, achieved using 

majority voting. A perfect MCC score of 1 was achieved using AdaBoost and majority voting 

methods. To further evaluate the hybrid models, noise from 10% to 30% has been added into 

the data samples. The majority voting method yielded the best MCC score of 0.942 for 30% 

noise added to the data set. This shows that the majority voting method offers robust 

performance in the presence of noise. The use of ensemble techniques is very significant in 

the prediction of faulty credit card transactions from normal credit card transactions. 
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4. Application design and component diagram 
 

Figure 1. Application design 

Figure 2. Component diagram 
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5. Algorithms 

Simple ensembles: 

Advance ensembles: 
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6. The dataset 

The datasets contain transactions made by credit cards in September 2013 by European 

cardholders. There are 492 frauds out of 284,807 transactions which make the data highly 

unbalanced, where we have the positive class for the transactions which are fraudulent account 

for 0.172% of all the total transactions in the dataset. Because of confidentiality issues, we are 

provided with the numerical input variables after the PCA transformation on the dataset. We 

are also given the outcome variable which is a binary variable. The other two are 28 features 

which are the PCA transforms (V1, V2, V28). The feature 'Amount' is the transaction Amount, 

another feature is given as 'Time'. The feature 'Class' is the response variable and it takes value 

1 in case of fraud and 0 otherwise. There were no missing values in the dataset. 

 

7. Ensemble techniques 

We used the different ensemble techniques using Machine Learning and Deep Learning 

models, which are discussed below. 

 

7.1. Simple ensemble techniques 

Voting Based Classifiers includes the three techniques of voting. There were five base 

classifiers in all three techniques (Logistic Regression, Naïve Bayes, Support Vector Machine 

(SVM), K-Nearest Neighbour (KNN), and Decision Tree). 

a.) Averaging 

b.) Hard Voting 

c.) Soft Voting 

 

7.2. Advanced ensemble techniques 

a.) Bagging (Random Forest, Extra Trees Classifier) 

b.) Boosting (AdaBoost, Gradient Boosting Machine, XGBOOST) 

c.) Stacking (Logistic Regression, Naïve Bayes, Support Vector Machine (SVM), K-

Nearest Neighbour (KNN) and Decision Tree) 

 

7.3. Deep learning-based ensembles 

a.) ANN (An ensemble of two Model Architectures for Artificial Neural Networks) 

 

8. Evaluation metrics 

We used the following evaluation metrics for evaluating the ensemble models [Table 1]. 

- Accuracy Score 

- Confusion Matrix 

- Precision 

- Recall 

- F1-score 

- AUC score 

- Matthew Correlation Coefficient Score 

- Cohen Kappa Score 

 

 



International Journal of Smart Business and Technology 

Vol.9, No.2 (2021), pp.33-48 

 

 

Copyright ⓒ 2021 Global Vision Press         39 

All the different models were trained and evaluated using a train-test split of 70%-30% and 

the different evaluation metrics were used to evaluate the different ensemble models. [Figure 

1] shows the flow diagram of the machine learning pipeline which we used to conduct this 

study. 

Table 1. Typres of evaluation metrics  

Evaluation 

Metrics  
Description 

Accuracy score Percentage of Correctly Classified observations. 

Confusion matrix 

Representation of correctly and incorrectly classified instances in test set for the 

classes in a matrix. The confusion matrix is one of the most important 

representations in classification which describes all performance and can be 

considered as the base of all evaluation metrics. 

Precision 

The sum of True Positives divided by the combined number of True Positives and 

False Positives equals precision. In other words, it's the total number of positive 

class values predicted divided by the total number of positive predictions. It's also 

known as the Positive Predictive Value (PPV). 

Precision can be thought of as a metric for how accurate a classifier is. A high 

number of False Positives indicates poor precision. 

Sensitivity/Recall  

Sensitivity is known as the True Positive Rate, also known as Recall which is the 

proportion of actual positive cases which are predicted as positive by our model. 

Recall, in simple words, is the fraction of examples classified as positive, among 

the total number of positive examples or the number of true positives divided by the 

number of true positives plus false negatives. 

Sensitivity = True Positive / (True Positive + False negative) 

Specificity  

Specificity is also known as the True Negative Rate which is the proportion of 

actual negative cases which are predicted as negative by our model.  

Specificity = True Negative / (True Negative + False Positive) 

Area Under Curve 

(AUC) Score 

At different threshold conditions, the AUC score is an output measurement for 

classification problems. The degree or metric of separability is represented by the 

AUC. It indicates how well the model can differentiate between classes. The higher 

the AUC, the more accurate the model. 

F1 Score 
The F-score is a way of combining the precision and recall of the model, and it is 

defined as the harmonic mean of the model’s precision and recall. 

Matthews 

correlation 

coefficient 

In machine learning, the Matthews Correlation Coefficient is used to determine the 

consistency of binary (two-class) classifications. It accounts for true and false 

positives and negatives. The MCC is a correlation coefficient that returns a value 

between -1 and +1 for observed and expected binary classifications. A coefficient of 

+1 indicates a perfect prediction, a coefficient of 0 indicates little more than a 

random prediction, and a coefficient of -1 indicates disagreement between 

prediction and observation. It is highly used for the unbalanced dataset. 

Cohen Kappa 

Cohen's kappa coefficient is a statistic that measures inter-rater agreement for 

qualitative (categorical) items. Cohen's kappa statistic is a very good measure that 

can handle very well both multi-class and imbalanced class problems. Cohen's 

kappa is always less than or equal to 1. Values of 0 or less, indicate that the 

classifier is useless. There is no standardized way to interpret its values. 
[Sourced From Google] 

 

9. Implementation 
 

9.1. Data analytics 

Initially, we loaded the data into the panda’s data frame and performed basic exploration 

of the data, we also checked the missing values. It was found that there were no missing values 

in the dataset. We conducted the Exploratory Data Visualization (EDA) for all the variables 

present in the dataset. The purpose of EDA was to check the distribution of all the variables. 
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We used the univariate as well as the bivariate analysis to perform the EDA. We used the line 

plots for the independent variables and the count plot or frequency plot for the outcome 

variable. For bivariate analysis, we consider the different independent variables together with 

the outcome variable, in the scatter plots and box plots we looked into the relationship of the 

different independent variables with the outcome variable. [Figure 3] shows the distribution 

of classes in the dataset. 

 

Figure 3. Distribution of classes in the dataset 

It can be observed that only 492 (or 0.172%) of the transaction are fraudulent. That means 

the data is highly unbalanced for the target variable Class. [Figure 4] shows the time density 

plot of the normal and fraudulent transactions. 

 

Figure 4. Time density plot of the normal and fraudulent transactions 

It can be observed that fraudulent transactions have a distribution more even than valid 

transactions - are equally distributed in time, including the low real transaction times, during 

the night in the European time zone. [Figure 5] shows the number of fraudulent transactions 

over time. 

 

Figure 5. Number of fraudulent transactions over the time 
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Figure 6. Feature correlation plot 

Figure 7. Density plot of each variable 
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Feature correlation is another important analysis to check for the correlation among the 

variables, which we also used to check for the correlation among the variables, with which we 

can reduce the dimension of the features. We used the line plots and the density plot after the 

correlation analysis. There was not any high correlation among the feature variables. It can be 

seen from [Figure 6] that there is no notable correlation in features V1-V28 as well as with 

the target variable. 

[Figure 7] shows that there is strong selectivity in terms of distribution for some of the 

features for the two values of Class: For Class values 0 and 1, V4, V11 has distinctly 

differentiated distributions, V12, V14, V18 is partly separated, V1, V2, V3, V10 has a distinct 

profile, and V25, V26, V28 has identical profiles for the two values of Class. With just a few 

exceptions (Time and Amount), the distribution of the features for valid transactions (Class = 

0) is generally centered on 0, with a long queue at one of the extremes. Around the same time, 

the distribution of illegitimate transactions (values of Class = 1) is distorted (asymmetric). 

 

9.2. Balancing using SMOTE 

The next step was to balance the data before performing machine learning modeling. 

[Figure 8] and [Figure 9] show the distribution of classes in the dataset before applying Over-

Sampling and after applying Over-Sampling for balancing the classes. It can be seen that the 

dataset was highly imbalanced, so the next step was to balance the data. We used SMOTE 

Over Sampling Method (Up Sampling) to sample the dataset. Over Sampling Method or Up 

Sampling deals with generating synthetic data to the Minority Class, to make the number of 

observations equal with both the classes. 

 

Figure 8. Before applying oversampling for balancing the classes 

Figure 9. After applying oversampling for balancing the classes 
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The Synthetic Minority Oversampling Technique, or SMOTE for short, is the most 

commonly used method for synthesizing new instances or oversampling. Nitesh Chawla 

described this technique in their paper titled "SMOTE: Synthetic Minority Over-sampling 

Technique". SMOTE functions by choosing samples in the feature space that are close 

together, drawing a line in the feature space between the examples, and drawing a new sample 

at a point along the line. To be more specific, a random example from the minority class is 

selected first. Then, for that example, k of the closest neighbors is identified (typically k=5). 

A randomly selected neighbor is chosen, and a synthetic example is generated at a randomly 

chosen point in feature space between the two examples. The oversampling method doubled 

the number of observations for the majority class and we had 568,630 observations. For 

making a robust model with a considerable number of observations, we used the over-

sampling method. 

 

9.3. Models and results 

The following are the models which we used in this study [Table 2]. 

Table 2. Ensemble techniques models 

Ensemble 

Techniques 
Description Model Type and Name API Used  

Simple Ensemble 

Techniques 

Voting Based Classifiers includes 

the three techniques of Voting. 

There will be 5 base classifiers in 

all three techniques (Logistic 

Regression, Naïve Bayes, SVM, 

KNN, and Decision Tree). 

Max Voting 

Averaging 

Weighted Average 

SciKit 

Learn 

Advanced Ensemble 

Techniques 

 

These comprise Stacking, 

Bagging, and Boosting. 

Stacking  

(Logistic Regression, Naïve 

Bayes, SVM, KNN and 

Decision Tree) 

Bagging  

(Random Forest, Extra 

Trees Classifier) 

Boosting  

(Adaboost, Gradient 

Boosting Machine, 

XGboost) 

SciKit 

Learn 

XGBOOST 

 

Deep Learning-

Based Ensembles 

This comprises Deep Learning-

based models which are stacked 

with another based-on voting 

criteria. 

ANN (An ensemble of two 

Model Architectures for 

Artificial Neural Networks) 

Keras 

Tensor 

flow 

The final selection of the model was based on the multiple evaluations and overall 

performance check across the various evaluation metrics, to get the best ensemble model for 

predicting Credit Card fraud with robustness. The ensembles were compared with a traditional 

model to examine how well they performed. [Figure 10] shows the comparison of Bagging 

and Boosting-based models using 5-fold Cross-Validation. It can be seen that XGBOST, Extra 

Trees, Random Forest, and AdaBoost performed well in comparison to the Gradient Boosting 

Machine Classifier. 
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Figure 10. Comparison of ensemble models - Cross-validation 

We also tested the Bagging and Boosted models using the train-test split method for which 

the evaluation results are shown in [Figure 11]. It can be seen that in the train-test split method 

Xgboost and GBM are performing the best whereas the Random Forest model did not give 

good results. 

 

Figure 11. Comparison of ensemble models - train test split 

We also used Averaging and Voting-based ensembles as shown in [Figure 12]. 

1. Simple Averaging - Predict the class with the largest sum of votes from models 

2. Soft Voting - Predict the class with the largest summed probability from models. 

3. Hard Voting - Predict the class with the largest sum of votes from models. 

The simple Averaging based model did not perform well as compare to the weighted 

averaging-based models. Soft Voting-based models outperformed the hard Voting-based 

ensemble models across the various evaluation metrics except for the Cohen Kappa score. 

 

Figure 12. The ensemble on traditional models – voting ensemble 
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Finally, we compared all the models with the Stacking-based ensemble using multiple 

evaluation metrics for which the results are shown in [Figure 13] and [Table 1]. 

 

Figure 12. Comparison of all models with stacking-based ensembles 

Table 3. Comparison of models 

Model 
Accurac

y 
Precisi

on 
Sensitivi

ty 
Specifici

ty 
F1 

Score 
ROC 

Log 
Loss 

MCC 
Cohen 
Kappa 

Logistic 

Regressi
on 

Classifier 

0.95653 
0.9818

6 
0.93029 0.98279 

0.955
38 

0.956
54 

1.501
51 

0.914
32 

0.913
06 

Linear 

Discrimi
nant 

Analysis 

Classifier 

0.92497 
0.9857

6 
0.86247 0.98753 

0.920

01 
0.925 

2.591

59 

0.856

68 

0.849

94 

Stochasti

c 

Gradient 
Descent 

Classifier 

0.95088 
0.9879

4 
0.91295 0.98884 

0.948

97 

0.950

9 

1.696

68 

0.904

37 

0.901

76 

Decision 

Tree 
Classifier 

0.99804 
0.9972

2 
0.99888 0.99721 

0.998

04 

0.998

04 

0.067

63 

0.996

09 

0.996

08 

Random 

Forest 
Classifier 

0.99992 
0.9998

4 
1 0.99984 

0.999

92 

0.999

92 

0.003

44 

0.999

84 

0.999

84 

Bagging 

Classifier 
0.99937 

0.9991

6 
0.99958 0.99916 

0.999

37 

0.999

37 

0.021

87 

0.998

73 

0.998

73 

XGBOO
ST 

Classifier 

0.99983 
0.9996

6 
1 0.99966 

0.999

83 

0.999

83 

0.005

87 

0.999

66 

0.999

66 
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AdaBoos
t 

Classifier 

0.96711 
0.9792

6 
0.95447 0.97976 

0.966

71 

0.967

12 

1.136

05 

0.934

52 

0.934

22 

Gradient 

Boosting 
Machine 

Classifier 

0.97678 
0.9885

6 
0.96475 0.98882 

0.976
51 

0.976
79 

0.801
98 

0.953
84 

0.953
56 

Extra 
Trees 

Classifier 

0.99992 
0.9998

4 
1 0.99984 

0.999

92 

0.999

92 

0.002

83 

0.999

84 

0.999

84 

ANN 
Ensembl

e 

Classifier 

0.94507 
0.9898

3 
0.89945 0.99074 

0.942

48 

0.945

1 

1.897

13 

0.893

89 

0.890

15 

Stacked 
Classifier 

0.99992 
0.9998

5 
1 0.99985 

0.999
92 

0.999
92 

0.002
63 

0.999
85 

0.999
85 

Matthew's correlation coefficient produces a more informative and truthful measure in 

evaluating binary classifications than accuracy and F1 score. We were more interested in the 

Matthews correlation coefficient (MCC), as it is a more accurate evaluation metric for 

problems such as Fraud Detection which only yields a high score if the model performed well 

in all four confusion matrix groups (TP, FN, TN, and FP), proportionally to the size of positive 

and negative instances in the dataset.  

From the above comparison, it can be seen that Stacked Classifier performed the best as 

compared to the other. Extra Trees Classifier also performed very well but had lower MCC 

and Cohen Kappa Score as compared to the Stacking based Classifier. Also, in terms of 

Accuracy, Precision, F1, Sensitivity, and Specificity, the Stacked Classifier performed better 

as compared to the other classifiers. 

Except for the Adaboost and Gradient Boosting Classifier, the different bagging methods 

we used such as Radom Forest and Extra Trees Classifier as well as boosting methods 

including XGBOOST performed very well. We also used Cohen Kappa to rate the models 

which is a statistical measure used to compare the reliability of two or models in machine 

learning identifying how frequently the models agree. The Cohen Kappa score was highest 

for the Staked Classifier model confirming that the Stacked Classifier model is performing 

the best. As a result, Stacked Classifier, Extra Trees Classifier, and Random Forest Classifier 

can be considered as the top 3 models. 

[Figure 13] shows the feature importance of the Variables using Permutation Importance. 

V14, V17, and V10 are the top three features which affect the prediction of the model and 

hence fraudulent and non-fraudulent transactions. 

 

Figure 13. Feature importance of the variables using permutation importance and SHAP 
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10. Conclusion 

We used several ensemble models which were Bagging based ensemble (Random Forest 

and Extra Trees Classifier), Boosting based ensemble (AdaBoost, Gradient Boosting Machine 

and XGBOOS, stacking based ensemble for traditional and Deep Learning-based), and Simple 

as well as weight-based Voting ensembles and compared them with various evaluation 

metrics. The evaluation metrics we used were Accuracy Score, Confusion Matrix, Precision, 

Recall, F1-score, ROC Curve, AUC score, Matthews’s correlation coefficient, and Cohen 

Kappa. It can be concluded that stacking based on powerful machine learning algorithms 

resulted in higher performance than any individual machine learning model. We also 

interpreted the second-best performing algorithm which was Extra Trees and Random Forest 

Classifier. 
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