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Abstract 

As the application of personalized recommendation systems in e-commerce websites 

becomes more and more extensive, the research on personalized recommendation algorithms 

is constantly deepening. The personalized recommendation system has brought huge 

commercial benefits to the e-commerce field. Based on the item-based top-N collaborative 

filtering recommendation algorithm, this paper proposes a top-N collaborative filtering 

recommendation algorithm based on the K-means clustering algorithm. Using K-means to 

cluster according to the distance between the sample points, the similarity between users is 

regarded as the distance, the users are clustered into several clusters, and then the 

recommendation algorithm is applied in each cluster to perform recommendations. This paper 

introduces factors such as item time difference, popular item weight, and user common rating 

weight into the similarity measurement formula. The experimental results show that the recall 

rate of the algorithm proposed in this paper is higher than that of the traditional collaborative 

filtering recommendation algorithm2. 1%, proved the correctness of the proposed algorithm. 
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1. Introduction 

The personalized recommendation is currently one of the most effective methods to solve the 

problem of information overload. Unlike search engines, the recommendation system does not 

require users to provide clear requirements but is based on the user's historical feedback 

information to model the user's interest, to actively recommend information that can meet their 

interests and needs. As the application of personalized recommendation systems in e-commerce 

websites becomes more and more extensive, the research on personalized recommendation 

algorithms is constantly deepening. The personalized recommendation system has brought 

huge commercial benefits to the e-commerce field. According to VentureBeat statistics, 

Amazon's recommendation system provides 35% of its merchandise sales. In addition to 

recommending products for users on e-commerce sites, you can also recommend books, 

movies, news, and music for users. 

The collaborative filtering recommendation algorithm is currently one of the most widely 

used and most successful personalized recommendation algorithms. The concept of 

collaborative filtering was proposed by Coldberg, Nieols, Oki, and Terry in 1992 and applied 

to the Tapestry system. Collaborative filtering recommendation algorithms include memory-

based collaborative filtering recommendation algorithms and model-based collaborative 
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filtering recommendation algorithms. Memory-based collaborative filtering algorithms can 

also be divided into item-based and user-based collaborative filtering recommendation 

algorithms [2][3]. The user-based recommendation algorithm calculates the similarity between 

users to find the user group most similar to the target user according to the similarity between 

users, and finally recommends the target user that similar users have purchased but the target 

user has not purchased Items. Similar to the user-based algorithm, the item-based filtering 

algorithm first calculates the similarity between items, determines the most similar item group 

of the items that the target user has purchased according to the similarity between the items, 

and finally selects the most similar item group Some items are recommended to target users. 

The classic collaborative filtering recommendation algorithm has problems such as cold 

start, data sparsity, and algorithm scalability. Many studies have partially solved the above-

mentioned problems based on a collaborative filtering recommendation algorithm and 

improved the recommendation quality. Literature [4] uses the clustering algorithm to solve the 

scalability problem of the traditional collaborative filtering recommendation algorithm, and 

also reduces the time complexity of the algorithm. Literature [5][6] proposed a multi-clustering 

algorithm, which aggregates all users and items into several user-item subgroups. Each 

subgroup contains part of the user and item data. Experiments show that it is better than the 

original algorithm. The accuracy of the recommended results has been improved. Literature [7] 

proposed a new algorithm to solve the cold start problem of the traditional collaborative 

filtering recommendation algorithm. Literature [8] uses the average of user ratings as the 

demarcation point to get the score difference between users, and mines the user's interest in the 

item category and user-item preferences based on user-item ratings and item category 

information, and finally obtains an improved similarity calculation method, The experimental 

effect has been significantly improved. Literature [9] proposed a collaborative filtering 

recommendation algorithm that combines item attributes and preferences. Firstly, item 

preferences are constructed using item basic features and user characteristics; then item 

similarity fusion is used to improve similarity calculation accuracy. 

User groups with similar interests to the target user have a higher reference value than other 

users. At the same time, the measurement of similarity between users is the most critical step 

in the user clustering algorithm. The above-mentioned documents are calculated using 

traditional similarity measurement methods. The similarity between users. Setting specific 

similarity measurement methods for different application scenarios can improve the accuracy 

of similarity measurement, thereby improving the quality of recommendations. This paper 

proposes to combine the K-means clustering algorithm with the top-N collaborative filtering 

recommendation algorithm. Firstly, factors such as item time difference, popular item weight, 

and user's common rating weight are introduced into the calculation formula of item and user 

similarity to improve the accuracy of similarity calculation. Secondly, users are clustered into 

clusters with similar interests according to the similarity between users. Finally, the 

recommendation algorithm is applied in the cluster class to make recommendations for users 

respectively. The experimental results show that the recommendation results obtained by using 

the top-N collaborative filtering recommendation algorithm combined with the clustering 

algorithm have improved the recall rate. 

 

2. Theoretical basis 

The calculation of similarity is a key step of the traditional collaborative filtering 

recommendation algorithm. The most commonly used methods are cosine similarity, Pearson 

correlation, and modified cosine similarity [10][11][12]. 
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Assuming that there are a total of n users and m items, the user's behavior information on 

items is stored in a matrix 𝐻 ∈ 𝑅𝑛×𝑚. 

𝐻 =

[
 
 
 
 
 

𝑟1,1 𝑟1,𝑅 𝑟1,3 ⋯ 𝑟1,𝑚−1 𝑟1,𝑚

𝑟2,1 𝑟2,2 𝑟2,3 ⋯ 𝑟2,𝑚−1 𝑟2,𝑚

⋮ ⋮ ⋮ ⋮ ⋮
𝑟𝑛−1,1 𝑟𝑛−1,2 𝑟𝑛−1,3 ⋯ 𝑟𝑛−1,𝑚−1 𝑟𝑛−1,𝑚

𝑟𝑛,1 𝑟𝑛,2 𝑟𝑛,3 ⋯ 𝑟𝑛,𝑚−1 𝑟𝑛,𝑚

     

]
 
 
 
 
 

 

𝑈 = {𝑢1, 𝑢2, 𝑢3 ⋯ , 𝑢𝑛} represents the user set, 𝐼 = {𝑖1, 𝑖2, 𝑖3 ⋯ 𝑖𝑚} represents the item set, 

and 𝑟𝑖,𝑗 represents the user 𝑢𝑖 's rating of the item 𝑖𝑗. 

(1) Cosine similarity 

When the cosine formula is used to calculate the similarity between users, each user is 

regarded as an m-dimensional vector, which is represented by 𝑈𝑖 and 𝑈𝑗 respectively, and the 

similarity between user 𝑢𝑖 and user 𝑢𝑗 is 

𝑠𝑖𝑚(𝑢𝑖, 𝑢𝑗) = 𝑐𝑜𝑠(𝑢𝑖, 𝑢𝑗) =
𝑢𝑖 ⋅ 𝑢𝑗

∥∥𝑢𝑖∥∥2∥∥𝑢𝑗∥∥2

(1) 

Similarly, when it is necessary to calculate the similarity between items, consider each item 

as an n-dimensional vector, and then use the above formula to calculate the similarity between 

items. 

(2) Pearson correlation 

Assuming that the set of items scored by user 𝑢𝑖 and user 𝑢𝑗 is 𝐼𝑖,𝑗, the calculation formula 

for calculating user similarity using Pearson correlation is 

𝑠𝑖𝑚(𝑢𝑖, 𝑢𝑗) =
∑  𝑐∈𝐼𝑖,𝑗

(𝑟𝑖,𝑐 − 𝑟𝑖̅)(𝑟𝑗,𝑐 − 𝑟𝑗̅)

√∑  𝑐∈𝐼𝑖,𝑗
(𝑟𝑖,𝑐 − 𝑟𝑖̅)

2
√∑  𝑐∈𝐼𝑖,𝑗

(𝑟𝑗,𝑐 − 𝑟𝑗̅)
2

(2) 

 𝑟𝑖,𝑐  and 𝑟𝑗,𝑐  represent the ratings of item 𝑖𝑐  by user 𝑢𝑖  and user 𝑢𝑗  respectively; 𝑟𝑖  and 𝑟𝑗 

represent the average ratings of the items by users 𝑢𝑖 and 𝑢𝑗, respectively. 

(3) Modified cosine similarity 

In the cosine similarity measurement method, the rating scale of different users is not 

considered. The modified cosine similarity measurement method improves the above-

mentioned defects by subtracting the user's average rating of the item. Assuming that the set of 

items scored by users 𝑢𝑖 and 𝑢𝑗 is 𝐼𝑖,𝑗, 𝐼𝑖, and 𝐼𝑗 represent the set of items scored by users 𝑢𝑖 

and 𝑢𝑗, respectively, and the similarity calculation formula for users 𝑢𝑖 and 𝑢𝑗 is 

𝑠𝑖𝑚(𝑢𝑖, 𝑢𝑗) =
∑  𝑐∈𝐼𝑖,𝑗

(𝑟𝑖,𝑐 − 𝑟𝑖̅)(𝑟𝑗,𝑐 − 𝑟𝑗̅)

√∑  𝑐∈𝐼𝑖
(𝑟𝑖,𝑐 − 𝑟𝑖̅)

2
√∑  𝑐∈𝐼𝑖

(𝑟𝑗,𝑐 − 𝑟𝑗̅)
2

(3) 

The experimental results show that the experimental effect obtained by using Pearson 

correlation to calculate the similarity is better than the other two methods [12]. In the following 

experiments, this article will use Pearson correlation to calculate the similarity between users 

or items. 

 

3. Improved collaborative filtering recommendation algorithm 
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There are two most commonly used recommendation methods for collaborative filtering 

recommendation algorithms: One is that the target user predicts and scores items that have not 

been evaluated, and then recommends the target user based on the predicted score. The other is 

the recommendation set in the form of top-N, which separately counts the interest of the target 

users to users who have not purchased or evaluated them, and takes the top N items to form a 

recommendation set. This article adopts the second recommended form. 

 

3.1. Improved similarity calculation method 

Aiming at the problems of traditional similarity calculation methods, this paper proposes an 

improved method for similarity calculation. In the calculation formula of the similarity between 

users and items, the time difference of items, the weight of popular items, and the weight of 

users' common rating are respectively introduced. 

Literature [3] proposed that the experimental results obtained by recommending the most 

popular items for users are far inferior to the classic collaborative filtering recommendation 

algorithm because this method cannot provide users with personalized recommendations. 

When two users purchase only a few of the most popular items at the same time, the traditional 

similarity measurement method is used to calculate the similarity relationship, which will cause 

the similarity to be high. There is no personalized similarity between the two users, that is, they 

do not necessarily have a similar relationship of interest. Therefore, in the traditional user 

similarity calculation method, the weight of popular items is introduced. 

The most popular items in matrix H are items with a higher degree. Define the degree of 

item 𝑖𝑐  as 𝑑𝑐 = ∑  𝑛
𝑗=1 𝐻𝑗,𝑐 , and the average degree of all items 𝑑avg =

1

𝑚
∑  𝑚

𝑖=1 𝑑𝑖 . The 

definition of the weight of popular items is shown in equation (4). 

 WeigPopu 𝑖,𝑗 = 1 −
∑  𝑘∈𝐼𝑖,𝑗

𝑃𝑘

|𝐼𝑖,𝑗|
(4) 

𝑃𝑘 = {
1 𝑑𝑘 > 𝑑avg 

0 𝑑𝑘 ⩽ 𝑑avg 
(5) 

 |𝐼𝑖,𝑗|  represents the number of elements in the set of items scored by users 𝑢𝑖  and 𝑢𝑗 . 

Equation (4) reflects that in the calculation of user similarity, the influence of popular item 

weight on user similarity should be reduced. 

The traditional similarity measurement method has another problem, that is, if the number 

of items scored by two users is very small, the user similarity obtained according to equation 

(2) will be very high. To solve this problem, a common user rating weight factor is introduced. 

The weight of the user's common rating is defined as 

 WeigComm 𝑖,𝑗 =
|𝐼𝑖,𝑗|

|𝐼𝑖 ∪ 𝐼𝑗|
(6) 

The improved user similarity calculation method is 

𝑠𝑖𝑚𝐼𝑚(𝑢𝑖, 𝑢𝑗) =  WeigPopu 𝑖,𝑗 ×  WeigComm 𝑖,𝑗 × 𝑠𝑖𝑚(𝑢𝑖, 𝑢𝑗) (7) 

  WeigPopu 
𝑖,𝑗

∈ ［0，1］is a popular item weight factor;  WeigComm 
𝑖,𝑗

∈ ［0，1］is 

the weighting factor of the user's common rating; sim(𝑢𝑖, 𝑢𝑗) is the user similarity calculated 

by the formula (2). 
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Time information is an attribute of items. The more similar the appearance time of similar 

items, the higher the similarity between items, because many items have certain timeliness and 

popularity. Taking movies as an example, movies of the same subject matter will be released 

in one time period. During the New Year, comedy movies are the majority, and during 

Valentine's Day, romance movies are the majority. This article introduces the item's time 

difference factor into the calculation formula of item similarity and tries to improve the 

accuracy of item similarity calculation. 

Assuming that the appearance times of items 𝑖𝑐 and 𝑖𝑑 are 𝑡𝑐 and 𝑡𝑑, the greater the time 

difference between the appearance of the two items, the smaller the similarity between them. 

The impact factor of the item time difference is defined as 

𝑓𝑎𝑐 𝑇𝑐,𝑑 = 𝑒−|𝑡𝑐−𝑡𝑑| (8) 

Similarly, in the formula for calculating the similarity of items, the weight of users' 

simultaneous ratings is introduced. Suppose that the set of users who rate items 𝑖𝑐 and 𝑖𝑑 at the 

same time is 𝑈𝑐,𝑑,  𝑈𝑐 and 𝑈𝑑 denote the set of users who rate items 𝑖𝑐 and 𝑖𝑑, respectively, and 

the weight factor of the users' simultaneous rating is defined as 

facComm𝑐,𝑑 =
|𝑈𝑐,𝑑|

|𝑈𝑐 ∪ 𝑈𝑑|
(9) 

Finally, the improved formula for calculating the similarity of items is 
simIm(𝑖𝑐 , 𝑖𝑑) = facComm𝑐,𝑑 × fac 𝑇𝑐,𝑑 × sim(𝑖𝑐 , 𝑖𝑑) (10) 

 facComm𝑐,𝑑 ∈ ［0，1］ is the weight of users' ratings at the same time; fac 𝑇𝑐,𝑑 ∈ ( 0，1) 

is the item time difference factor; sim(𝑖𝑐 , 𝑖𝑑) is the similarity of items calculated by the formula 

(2). 

 

3.2. Algorithm introduction 

When the traditional collaborative filtering recommendation algorithm recommends for the 

target user, the purchase records of all users serve as a reference for the target user. However, 

there are similarities between users, and users who are more similar to the target user have a 

more valuable reference role than other users. Therefore, this paper proposes a top-N 

collaborative filtering recommendation algorithm based on the K-means clustering algorithm. 

The basic idea of the algorithm is to first use the K-means clustering algorithm to cluster 

according to the distance between the sample points, regard the similarity between users as the 

distance, and cluster the users in the item matrix H into several clusters. When it is necessary 

to make a recommendation for a certain target user, first calculate the distance between the 

target user and each cluster center to determine the cluster category to which the target user 

belongs. Finally, the top-N recommendation algorithm is applied in the cluster to make 

recommendations for the target users. 

One problem that needs to be noted is that when a new user joins, the collaborative filtering 

recommendation algorithm cannot provide recommendations for him. This is the cold start 

problem. Given this situation, the most direct solution is adopted to recommend the current N 

most popular items for new users. The flow of the algorithm is as follows: 

Input: user rating matrix H, cluster number p, and most similar item collection size K. 

Output: Top-N recommendation results for target users. 

(1) Calculate the similarity between users according to formula (7), and apply the K-means 

clustering algorithm to cluster all users into p categories. The similarity between users 

represents the distance between the points of K-means. The greater the similarity between two 
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users, the smaller the distance between the two points. Use U to denote the user set, and use the 

clustering algorithm to divide the user set U into 𝑈1, 𝑈2, ⋯ , 𝑈𝑝,  𝑎𝑛𝑑  𝑈𝑖 ∩ 𝑈𝑗 = ∅, 1 ⩽ 𝑖, 𝑗 ⩽
𝑝, 𝑈1 ∪ 𝑈2 ∪ ⋯ ∪ 𝑈𝑝 = 𝑈0 

(2) Use formula (2) to calculate the similarity between the target white and the cluster center. 

Assuming that the target user has been determined 𝑢𝑖 ∈ 𝑈𝑗(1 ⩽ 𝑖 ⩽ 𝑛, 1 ⩽ 𝑗 ⩽ 𝑝) , The 

information matrix between the white and the objects in the set 𝑈𝑗 is denoted as 𝐻𝑖 ∈ R𝑛𝑖×𝑚. 

Among them, 𝑛𝑖 is the number of users in the set 𝑈𝑖. 

(3) Define the set of items that user  𝑢𝑖 has purchased as R, then the set of items that user  

𝑢𝑖i has not purchased is S. According to formula (10), calculate the similarity between each 

item in the matrix 𝐻𝑖, and record it as the item similarity matrix 𝑊 ∈ R𝑚×𝑚.  𝑊𝑖,𝑗 ∈ [0, 1], 1 ⩽
𝑖, 𝑗 ⩽ 𝑚. The matrix W is a symmetric matrix, and the values of the elements on the diagonal 

are all 1. 

(4) Arrange each row of matrix W in order from largest to smallest, and the first one is 

yourself, because the similarity between the same items is, get the sorted item similarity matrix 

𝑊⃐   ∈ R𝑚×𝑚 。 

(5) Determine the user 𝑢𝑖 's favorite degree 𝑙𝑖,𝑗 for each item 𝑗 ∈ 𝑆. The calculation method 

is shown in equation (11). 

𝑙𝑖,𝑗 = ∑  

𝑡∈𝑅∩𝐾(𝑗)

𝑊𝑗,𝑡 ⋅ 𝐻𝑖,𝑡 (11) 

K(j) represents the K most similar item sets of the item 𝑖𝑗, that is, the item set corresponding 

to the second column to the K 1th column in the row of item 𝑖𝑗 in the matrix W. 

Sort the items in the set S according to the user 𝑢𝑖 's degree of interest, and select the top N 

item sets as the final recommendation set. It should be noted that when user 𝑢𝑖 is a new user 

because there is no historical purchase information of 𝑢𝑖 in matrix H, it is impossible to provide 

recommendations for him. Here, recommend the most popular N items for it. 

 

4. Experimental results and analysis 

In this chapter, the top-N collaborative filtering recommendation algorithm based on the K-

means clustering algorithm is compared with the classic top-N collaborative filtering 

recommendation algorithm, and the experimental results obtained are analyzed. 

 

4.1. Experimental design 

This article uses recall rate, accuracy rate, and coverage rate [3] to evaluate the experimental 

results. Recommend N items to the target user 𝑢𝑖 , denoted as 𝑁(𝑖)。 Take N as 10 in the 

experiment. Let the target user 𝑢𝑖 's favorite item set on the test set be 𝑇(𝑖), the recall rate and 

accuracy rate are calculated as follows: 

recall =
∑  𝑖∈𝑈   |𝑁(𝑖) ∩ 𝑇(𝑖)|

∑  𝑖∈𝑈   |𝑇(𝑖)|
(12) 

precision =
∑  𝑖∈𝑈   |𝑁(𝑖) ∩ 𝑇(𝑖)|

∑  𝑖∈𝑈   |𝑁(𝑖)|
(13) 

Coverage is another evaluation criterion that needs to be considered. It is proposed in 

response to the long-tail problem [13], that is, some popular items are always recommended, 

while some unpopular items have not been paid attention to by users. Coverage rate is an 
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evaluation index that reflects the algorithm's processing of long-tail problems. The calculation 

formula for defining coverage rate is as follows: 

 coverage =
|∪𝑖∈𝑈 𝑁(𝑖)|

|𝐼|
(14) 

In the algorithm, three parameters have an impact on the experimental results. The first is 

the top-N recommendation algorithm. After calculating the similarity between each item, the 

number of items in the most similar item set K is determined for each item. In the experiment, 

K is the number of user clusters p. This paper clusters all users into 2, 3, 4, 5, and 6 clusters 

respectively. The last parameter is the number of steps in the K-means algorithm, which are set 

to 5, 10, 15, 20, ..., 50 steps. In the experiment, we constantly test to find the best parameter 

settings for the algorithm and compare it with the top-N collaborative filtering recommendation 

algorithm. 

The experiment uses movie data collected by the GroupLens group of the University of 

Minnesota, which has three data sets of data size: 100 KB, 1 MB, and 10 MB. Take a 100 KB 

data set as an example. In this data set, there are 943 users' rating sets for 1682 movies. The 

rating interval is 15, and there are a total of 100,000 rating items. 

The data used in this algorithm is a data set of 1 MB in size. This data set has 6040 users' 

ratings of 3,952 movies, and the sparsity of this data set is about 94%. In this article, 80% of 

the data is used as the training set, and 20% of the data is used as the test set. 

 

4.2. Experimental results 

First, the recall rate and accuracy rate are used as the evaluation criteria to test the value of 

the parameter K that makes the experimental result the best. Nine different K values are used 

to test the top-N collaborative filtering recommendation algorithm, and the experiment is 

repeated five times, and the average of the recall rate and accuracy rate obtained from these 

five experiments is taken as the final result. The experimental results obtained are shown in 

[Figure 1] and [Figure 2]. 

 

Figure 1. The recall rate of recommended results under different K values 
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Figure 2. The accuracy of the recommended results under different K values 

It can be seen from [Figure 2] that near the K value of 200, the recall rate and accuracy of 

the classic item-based top-N collaborative filtering recommendation algorithm reach the 

highest. Therefore, the top-N collaborative filtering recommendation algorithm based on K-

means will also take the K value of 200, that is, the number of most similar item sets for each 

item in the collaborative filtering recommendation algorithm is 200. From equations (12) and 

(13) and the figure, it is found that the changing trends of recall rate and accuracy rate are 

similar. Therefore, in the following experiments, only one of the two needs to be selected as 

the index of the evaluation accuracy. This paper selects the recall rate of the recommended 

results as the index of the evaluation accuracy. 

Use the K-means clustering algorithm to divide all users into 2, 3, 4, 5, and 6 clusters, and 

apply the recommendation algorithm in each cluster to recommend each item, and finally 

calculate the average recall rate and coverage rate. Table 1 is the recall rate of the recommended 

results obtained by the improved algorithm when the number of clusters is 2, 3, 4, 5, and 6. 

When the number of clusters is 1, the improved algorithm is an item-based collaborative 

filtering recommendation algorithm after an improved item similarity measurement method. 

[Table 2] shows the coverage of the recommended results in each clustering situation. 

Table 1. The recall rate of recommended results in each clustering situation 
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Table 2. Coverage of recommended results in each clustering situation 

 
step=5 step=10 step=15 step=20 step=25 step=30 step=35 step=40 step=45 

Item-

CF 
    

0.307439 
    

P=1 
    

0.296306 
    

P=2 0.263664 0.273785 0.274291 0.274291 0.274291 0.274291 0.274291 0.274291 0.274291 

P=3 0.265688 0.292763 0.286184 0.289727 0.286184 0.284919 0.286184 0.286184 0.293522 

P=4 0.302632 0.283907 0.285678 0.297571 0.28163 0.286943 0.281883 0.302379 0.307945 

P=5 0.272267 0.276822 0.292763 0.292004 0.292257 0.283148 0.284919 0.290233 0.290992 

P=6 0.291498 0.292763 0.291245 0.29504 0.293522 0.302632 0.281377 0.300101 0.294534 

[Figure 3] shows the recall rate of recommended results. The abscissa indicates the number 

of iteration steps of the clustering algorithm, and the ordinate indicates the recall rate of the 

recommended results. When the number of iteration steps is about 10, the recall rate of the 

recommended results in various situations takes the maximum value. And when the user cluster 

class is 2, the number of iteration steps is about 10 steps, the algorithm has reached 

convergence, and the effect is also the best, and the recall rate has reached zero. 115 991, an 

improvement over the collaborative filtering recommendation algorithm 2. 1%. When all users 

are clustered into 2 or 3 clusters, the recommendation result of the top-N collaborative filtering 

recommendation algorithm based on the K-means clustering algorithm is higher than that of 

the top-N recommendation algorithm. When the number of clusters is 4, in most cases, the 

recall rate of the recommended results is also better than the original algorithm. When the 

number of clusters is 1, the item-based collaborative filtering recommendation algorithm after 

the item similarity measurement method is improved, the recommendation results obtained are 

better than the traditional collaborative filtering recommendation algorithm. The experimental 

results verify the original hypothesis of this article, that is, a user group that is more similar to 

the target user has a more valuable reference role than other users. Increasing the reference role 

of interest-related users to target users can improve the accuracy of recommendations for target 

users. As the number of clusters increases, the effect of the top-N collaborative filtering 

recommendation algorithm based on the K-means clustering algorithm becomes worse. As the 

number of clusters increases, the number of users in each cluster will inevitably decrease, that 

is, less user information can be referred to during recommendation, which will eventually lead 

to poor recommendation effects. 

 

Figure 3. Recall rate in various situations 
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5. Conclusion 

The traditional collaborative filtering recommendation algorithm refers to the purchase 

history information of all users when recommending a certain target user. However, when 

recommending for a target user, users who are more similar to it have a more valuable reference 

role than other users. Based on the item-based top-N collaborative filtering recommendation 

algorithm, this paper proposes a top-N collaborative filtering recommendation algorithm based 

on the K-means clustering algorithm. Using K-means to cluster according to the distance 

between the sample points, the similarity between users is regarded as the distance, the users 

are clustered into several clusters, and then the recommendation algorithm is applied in each 

cluster to perform recommendations. In addition, the traditional similarity measurement 

method only uses the user rating matrix to calculate the similarity between users or items, 

ignoring the difference in user ratings and the attributes of the items themselves. This article 

introduces item time difference and popular items in the similarity measurement formula. 

Factors such as weights and the weights of users' common ratings. The experimental results 

show that the recall rate of the algorithm proposed in this paper is higher than that of the 

traditional collaborative filtering recommendation algorithm2. 1%, proved the correctness of 

the proposed algorithm. 
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