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Abstract
Flash codes are used to handle decoding and encoding of dlgltal infor th to flash
memory devices. The performance of a flash code is us g the write

deficiency metric. This paper introduces the K-Partitio C) with BIFC-
based sharing and explores some of its variants KP. e that involves a
sharing mechanism within partitions of a flash me e te gue was designed to
allow more cell writes to flash devices in order to‘#mprove % rmance by lowering its
write deficiency. Computer simulations wemenducted timate the average case
performances of the flash codes. Simulation @l showe* t its performance is generally
better than the flash codes in literature.
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1. Introduction
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Flash memory is a Ro ile sem uctor storage device. Flash memory has a wide
variety of applicatio days. as Become increasingly important that it is even utilized
significantly in somésembedd %ws used by intelligent applications such as household
appliances, telcatlo e§ and other high technology machinery. It has become a

dominant nonvelatile me @ecause it is cheap, fast, and reliable. Moreover, flash memory
can be electrically progra and erased with relative ease [1].

Flash memory has athterarchical structure organized into blocks, where a block can contain
thousands of mer@e Is. The memory cell is the smallest unit for performing read and
write operations t sh memory. Each cell, which has multiple possible states, can store
electric chargeg=ysing some rules provided from a coding scheme that can also retrieve the
data from the'values stored in the flash memory. This coding mechanism is referred to as
floatj @es or commonly known now as flash codes [2, 9].

ﬁ%ocess of adding a charge in a cell is called cell programming [4] which is typically
done thfough electron injection [7]. Using the encoding function from some coding scheme,
the level of charge of a cell can be increased. In multilevel flash memories, there can be two
possible problems that may occur when performing cell writes: errors when too many
electrons are added (overshoots) or errors when too few electrons are added (undershoot).
There is difficulty in lowering a charge to flash memories. Thus, overshoots are more of a
problem than undershoots [6].

Decreasing the charge of a cell is very costly and should be avoided as much as possible.
While it is easy to raise the level of charge in a cell, to lower it is difficult and time
consuming. This property of flash memory is referred to as write asymmetry [2]. In fact,
lowering a charge in a single cell only is not allowed. Such lowering of charges can only be
made through a block erasure, the process that erases the charges of all the cells within a
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memory block. Unfortunately, flash memory is constrained by a limited number of erase
cycles. Currently, typical flash memory can only allow up to about 10° block erasures [2],
although there are already some flash devices that are capable of 10° block erasures [5]. The
block erasure process is slow and, after some repetitions, causes the memory chip to wear out.
Thus, block erasures significantly reduce the longevity, reliability and speed of flash
memories [7]. Continued block erasures will make memory blocks unreliable for storing data
and will eventually damage the flash memory when the block erasures exceed the allowed
number of erase cycles.

One way of extending the lifespan of flash memory is to improve the hardware technology
to allow for more block erasures. Another approach is to design flash codes that arg efficient

of flash memories. Such coding schemes can delay the occurrence of b sures and,
ultimately, prolong the lifespan of flash memory. The Irent po aximize the
number of write operations or bit updates and delay the o e 9&) erasure.

focus of this study is to come up with efficient coding schemes that can mcr:ES ifespan

thousand of cells, the exact number of wh-rch noted b this paper. The typical values
of n are between 2'® and 2% [8]. In mu ofies, each cell can be in one of q

levels from a finite set A, = {0,1,. & Th% k can be abstractly represented as
de

2. Preliminaries
Flash memory is composed of a number c@&s A b@r particular is comprised of
flas

vector C = (Cy, Cy,..., Cn.1), Wher he parameter g ranges from 2 to 256

[8]. Values of every cell ca creased eased by injecting a charge through the
process called the FowletsNordheim t ng mechanism or hot-electron injection
mechanism [7], where eI are tr d in return determine the threshold voltage of
the cell. The num apped e ns concentrates around q discrete levels that
correspond to the q ates [2 cell with a charge of 0 is empty, while a cell with a
chargeof g-11i \Avcell th er empty nor full is said to be active.

The informe vector epgoded in a flash memory block, is a k-bit data D = (d, d, ...,
di-1), where d; €{0,1} an . Ablock using binary cells normally stores 64, 128, or 256
kilobytes of data [2, 3,

The mechanism e the k-bit data D to the block state vector C is managed by some
flash code F as i ented in the flash memory. Formally, the flash code F = (€, D) is a

coding sche onsisting of two main functions. The encoding function £ (i,C) provides the
rules on wri a new state to the block given the index i of the data bit dj that needs to be
updated e current state C of the block. The decoding function 2 (C) interprets the
cor@ of the block into the corresponding k-bit data D [2].

FlasH code operates on both the cell and the block levels. The metric normally used to
evaluate the performance of the flash code is its write deficiency. It is defined as

6(F) =n(@—-1) —t (1)

where n(q — 1) is the theoretical maximum number of cell writes allowed for a block of n
cells with g levels each, while t is the actual number of write operations that the flash code F
is able to perform before calling a block erasure [11]. Alternatively, the write deficiency ratio
to compare flash codes can be expressed as
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The range of possible values is [0,1], with § = 1 as the worst performance and § = 0 as
the ideal one.

3. Related Literature

Flash codes are recently attracting the attention of researchers, especially in the area of
computer science. More studies are coming out because of the possibilities that cag be made
in developing and improving new and efficient coding schemes. This sec 'owikdes
background on some flash codes in literature. : ‘?V

3.1 Index-less Indexed Flash Code and Layered Indeﬁdexe% ode

The index-less Indexed Flash Code (ILIFC) and La exed Flash Code
(LILIFC) are two of the popular flash codes in Ii - Both co schemes operate on
sub-blocks called slices. A block of n cells is parti aned mto sized slices with k cells
each. ILIFC and LILIFC offer an elegant sche&of storing bo e bit index and bit value

from the active slices. As to performanceg, oth f des have the same worst case
write deficiency, LILIFC performs bette ‘b@ ILIFC_i average case. The asymptotic

worst case write deficiency of both f ?? dei!{ . Refer to [8,11] for more detailed

discussions on how these two fla mana coding and encoding of data to flash
memory. %
3.2 Bimodal Flash Code ar@ Spllt Flash Code

The Bimodal Fla BMF Img et al., uses two modes of encoding [12, 13].
Instead of havmg er slicesthe flash code reduced the slice size to k/2, effectively
lowering the |ency mproving its performance. Results of the study showed
that BMFC re bettersaverage case performance than ILIFC and LILIFC. A variant
called 2 Split BMFC (B further reduced the size of slice to k/4, which also resulted to

a better average case p
BMFC2 is O(k’q +
utilizing a reducedsi

ance than BMFC. The worst case write deficiency of BMFC and
/ Both flash codes showed that performance can be improved by
of slices.

3.3 Binary ed Flash Code and BIFC-RCM

T a@l(aji introduced the Binary Indexed Flash Code (BIFC) [14]. Similar to BMFC,
the'%y Indexed Flash Code uses fewer cells for each slice. Specifically, the slice has a
size s ¥ O(log k), where s is the smallest even number satisfying s > |1+log,(k+1)]. When k is
sufficiently large, results of the study revealed that BIFC has a better write deficiency than
ILIFC, LILIFC, BMFC and BMFC2 [12-14]. However, there is an overhead deficiency of s-2
for every slice, because of the implicit indexing. To mitigate this problem, another flash code
was proposed by Tan and Kaji to address this overhead issue. It is called the BIFC with
Resizable Cluster Method (BIFC-RCM) [15, 16]. BIFC-RCM uses the BIFC technique that
capitalizes on smaller slice size and incorporates a growing slice to mitigate the effect of the
overhead problem. The BIFC and BIFC-RCM have asymptotic worst case write deficiencies
of O(gk log k + n) and O(gk log k + rk log k log((n/k) log k)), respectively.
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3.4 Simple Segmentation Flash Code and the Phoenix Flash Code

In Simple Segmentation Flash Code (SSFC), a block is divided into equally-sized sub-
blocks, called segments. The block C = (c,, c, ..., ¢, ;) has exactly L n/k ] segments. The ith
segment (0 < i < |n/k]) corresponds to the vector S (Cor Ciaqr -+ » Cypyp)- Within each
segment, the jth entry (0 < j < k) is assigned to the jth bit. SSFC at its best case has a very
good performance when each of the k bits has uniform or equal frequencies for write
operations. On the other hand, Phoenix Flash Code (PFC) is a novel scheme that allows the
process of absorption and revival operations. Similar to SSFC, the erase block C = (c,, ¢

c,,) has exactly [n/k] segments, where the jth element of the segment corresponds(to th& jth
bit. The idea of introducing absorption stems from the fact the SSFC has a ve h| write
deficiency in the worst case. SSFC has an asymptotic worst case write de f O(nq)
[17,18], while PFC has O(k’q + n) [19]. @

4. Computer Simulation for Average Case W, ﬁfi i

This section describes the various procedures ./ in
Figure 1 illustrates how the study is organized and=Subseq
involves three phases:

pletion of this study.
conducted. Basically, it

1. Benchmarking of some Flash } The first phase refers to the
implementation of some fI L»ﬂ%ure to provide benchmark results
relative to their perfo rlte de&‘ ratios were returned by the computer
simulations and Wer r useq for comparison. Flash codes with promising

performance were taken into consi |on to gain some insights for the design and
development of t posed des

2. Design and Diye opmenta%O Proposed Flash Codes - After careful studies on the
hondnd Wweaknes me flash codes in literature, some key concepts were
0 the@se flash codes. The developed flash codes were thoroughly

tested to ascertai orrectness of the implementation.

average performance of the flash codes. Computer simulations were
imp'%einrt d in java (see Table 1 for the parameters used in the simulations).
En@ results for the average case performances of the flash code were returned
simulations, which are set to run in 30 experiments with fixed parameters of
048 and g=8. The experiments were performed for various k values from 4 to

/2, in increments of 4.

3. Performa@ysis - In this study, computer simulation was used to estimate the

Benchmarking of Design and Performance Analysis

some Flash Codes |:> Development of the |:> (Average Case Write
in Literature Proposed Flash Codes Deficiency)

Figure 1. The Methodology of the Study
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Table 1. Parameters used in the Computer Simulations

Variable Values Description
n 2048 Size of the Block
k 48,12, ...,1024 Information Vector Length
q 8 Number of States
E 30 Number of Experiments

The computer simulation used two types of distributions to examine the performance of
the proposed flash codes. The following are the sample frequency distributions:

1. Uniform Frequency Distribution — Each of the k-bit data has an equal ch f being

selected. For instance, if the simulation uses 4-bit data, then each 1/k (25%)
probability of being selected for bit update. sequently; e bits have
approximately equal total number of bit writes att t of b asure,

higher probability for bit update, i.e., that B dom| e write operation in the
computer simulation. For simplicity, t udy Qx ines’the performance of several
flash codes using 50% and 70% ste§ mated butlons only. It simply means

that a bit is set to 0.5 or 0.7 pr ity far m pdate (see Table 2 for a 4-bit data
babj QQ& tributed uniformly to the remaining

2. Steady Dominated Distribution — In this t |stw certain bit is given a

illustration), while the remaln

bits.
Tabl&Z Steady D@nated Distribution
4-bit.Dafa] 50% Wnated 70% Dominated
Bit'o, 40500 0.7
it A~ 0.167 0.1
it2 |\ 70167 0.1
Bit 2N, 0.167 0.1
5. K-Partition FI ode with BIFC-based Sharing and its Variants
This section es the K-Partition Flash Code with BIFC-based Sharing and its
variants, na PFC-s, KPFC-r and KPFC-m. The performances of the flash code and its
variants ar n for both uniform and steady dominated distributions.
Th -Partition Flash Code (KPFC) partitions the block of n cells into k groups of
co cells, with each partition having exactly [n/k] cells. The k partitions are mapped
to the'Ybits of data. When a bit update is performed on the ith bit, the level of charge of a cell

within the corresponding ith partition is increased.

For the purpose of illustration, a sample write sequence is shown in Figure 2. In this
example, the data vector D is (1,1,1,1,) after the fourth bit update; each of the partitions has
one charge added. Note that a block erasure only occurred when the partition for bit 0 is
already full and the current bit index to be updated is also 0 (refer to the 11™ bit update).
Using computer simulation, the average case performance of KPFC was estimated, and a
summary of the write deficiency across different k values is shown in Figure 3. Regardless of
the availability of other partitions to accommodate cell write, a block erasure is still inevitable
using this coding scheme since each of the k bits is only assigned to one and distinct partition.
With this scenario, an improvement to KPFC is proposed using some sharing mechanism.
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n=12 k=4 q=3

~ Indexiof  Data Block Indexiof @ Data Block
. updated bitd, VectorD Vector C updated bit d, Vector D Vector C ;
0] 0,0,0,0)  (0,0,0), (0,0,0), (0,0,0) , (0,0,0) 0 L @LLD | (2,1,0),(1,0,0), (1,0,0), (1,0,0)
1] 3 0,0,0,1)  (0,0,0),(0,0,0), (0,0,0) , (1,0,0) 0 ©,1,1,1)  (2.2,0),(1,0,0), (1,0,0), (1,0,0)
2] 9 0,0,1,1)  (0,0,0), (0,0,0), (1,0,0) , (1,0,0) 0 1L1,1,1) | (2.2,1),(1,0,0), (1,0,0), (1,0,0)
3] 1 0,1,1,1) | (0,0,0),(1,0,0), (1,0,0), (1,0,0) 0 ©,1,1,1) | (2,2,2),(1,0,0), (1,0,0), (1,0,0)
4] 0 (1L,1,1,1) | (1,0,0),(1,0,0), (1,0,0), (1,0,0) 1 0,0,1,1) | (222),(2,0,0), (1,0,0), (1,0,0)
5] 0 (0,1,1,1) (2,0,0), (1,0,0) , (1,0,0) , (1,0,0) 0 block erasure

Figure 2. A Sample Write Sequence for KPFC
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.\\ ation Vector Length k

Figure erform@f KPFC using Computer Simulation Results.
(Un Fre;:u@y Distribution, n=2048, q=8, k € {4, 8, ... , 400})

o

5.1. KPFC-s $

The first varjant f KPFC with sharing mechanism is referred to as KPFC-s. In this flash
code, the b %!’still divided into partitions to represent each of the k bits from the data
vector. T ally, each partition also has |n/k] cells. To avoid the scenario from KPFC that
tri block erasure when a bit update is to be done on a full partition, a sharing
mec m is introduced. The technique utilizes a BIFC slice, which has a slice size of s >
[1+log,(k+1)] (a detailed discussion on how each BIFC slice is initialized is available in [14]).

Note that the BIFC slice must satisfy the constraint s < |n/k|] so that a BIFC slice can be
integrated to a normal partition. Hence, instead of calling for a block erasure when a write
operation is to be performed to an already full partition, the KPFC-s encoding looks for
another partition where there is enough contiguous cells to accommodate a BIFC slice and
perform the necessary bit update. See Fig. 4 for the illustration of a sample write sequence
for KPFC-s.

To avoid ambiguity in decoding, a separator empty cell is maintained within a partition
with a BIFC slice. A BIFC slice can be extended one cell at a time if there is a need for more
cells, a scenario that occurs when there is a dominating bit index to be encoded. Extending the
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BIFC slice is allowed if there are still available cells within the partition. Since a separator
cell can also contribute to write deficiency, it is discarded when the BIFC slice needs to take
over the whole partition assuming the original bit assigned to the partition has no bit update at
In effect, a block

all. Please refer to Figure 5 on how a BIFC slice is extended with KPFC-s.

erasure occurs if an attempt to initialize a BIFC slice fails.
n=32

k=4 q=3

©(0000)

(0,0,0,0,0,0,0),(0,0,,0,0,0,0,0), ...

0000)

0] ) ) 0

1 0 0000 (1,000,000, (0,0,0,,0,000),...) 0 (1,0,0,0)

7 0 (1,00,0)  (2.00,0,00,00),(0,0,0,,0,000),...) 1 (1,1,0,0)

(2,1,0,0,0,0,0,0), (0.0,0,0,0,0,0,, ...) 1 (1,00,0)

6] 0 0000 (22222222),(000,0,0,000),...) 1 1,1,00) .
11 0 (1,000)  (22222222),(0000,0,0,0,1),...) 1 .XS),U,O) 287999) (22,000,12,2), ..
18] 0 0000) (22222222),(00000002),..) 26] 1. N\.(13,00), 2.2), 2.2,1,00,12,2), ...
9] 0 (1,000)  (22222222),(0000,0,,1,2),...)

(2.2,222222),(04000,022), ...

BIFC slice initiliazed within the 2nd Partition

Figure 4. A Sample \@equ&@for KPFC-s
=32 W ” separator \\
Case 1 (when main slice of the pai isting char&s) Case’2 (when main slice of the partition is empty)

A) Assume BIFC Slice is full 'A) Assume BIFC Slice is full
|¢||||mm||."c] N

l

/ .'"illn. il

Figure 5. Extending a BIFC Slice in KPFC-s

The implementation of a sharing mechanism is only possible when s < |n/k|. However, if s
exceeds the number of cells assigned to every partition, a BIFC slice cannot be made
available within a normal partition. Thus, the flash code is reduced to the original KPFC.
Using empirical results, the write deficiency of KPFC is slightly reduced using the sharing
mechanism of KPFC-s. Note that depending on the number of cells of a block, denoted by n,
and the length of the data vector, denoted by k, the expected improvement of KPFC-s is only
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possible when s < [n/k|. When s > [n/k], the performance of KPFC-s is exactly the same as
that of KPFC (see Figure 6).

The present setup of KPFC-s assigns exactly |n/k| for each partition and does not utilize
the remainder (n mod k) cells. These remainder cells can be at most k-1. When K is large, the
remainder cells can significantly affect the write deficiency of the flash code. Technically,
KPFC-s just leaves these remainder cells untouched. It is with this context that KPFC-s can
still be enhanced by applying some mechanism to utilize those unassigned cells to allow more
cell writes and possibly reduce the write deficiency.

12 6 YIV\)

—KPFC
~KPFC-s

[N

Write Deficiency Ratio
o o
[e)] (o]
[ ]

o
>

S
O N
= B\S &%\}@

Flgure e Per@ce of KPFC and KPFC-s
(Uniform cy g lon, n=2048, q=8, k € {4, 8, ..., 400})

Case 1: BIFC Sllc < Parf&@ |n (For small k, the remainder cells are automatically assigned at the last partition.)

o
)

Bit 0 Bit 1 Bit it 3 Bit 4 Bit 5 Bit 6 Bit 7

Y
Q' 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 271 28 29

Case 2: BIFC %’és > Partition Size ["/ kJ(I-‘or large k, the remainder cells are dsitributed to the first few partitions.)
Bit Bit Bit Bit Bit Bit

%Q Bit 1 Bit 2 Bit 3 Bit 4 Bit 5 Bit 6 Bt7 0 1 2 3 4 5

7

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29

Figure 7. KPFC-r Slice Allocation

5.2. KPFC-r

KPFC-r is another variant of KPFC that introduces a method to utilize those unassigned
cells not used by KPFC and KPFC-s. Instead of being left discarded, a new technique is
introduced to KPFC so that these remainder cells can still be used. There are two scenarios
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where KPFC-r allocates and utilizes the unassigned cells to the existing partitions of the
block. When s < |n/k|, the flash code automatically assigns the cells not part of any partition
to the last partition, i.e., partition k-1 has a bigger size compared to the other partitions. For
simplicity of implementation, the last slice absorbs those extra cells so that a sharing BIFC
slice can be initialized and extended if possible. If r = n mod k refers to the number of
unassigned cells, the size of slice k-1 in this scheme is [n/k]+ r. For example, if n=30 and k=8,
then r=6, therefore, slice k-1 will have a size of 9 cells while the rest will have a size of only 3
cells each (See Figure 7 Case 1). This strategy works well when k is not sufficiently large.

1.2 x) °
| %
. &

%

o
>

Write Deficiency Ratio
o
(2]
) ‘ ‘ O

o
)

0 50 10 Q%)& 200 5} 300 350 400
formation Vector Lel
[ ]

Figure 8. T e@ﬁrforw KPFC, KPFC-s and KPFC-r
(Uniform F@:y Distr on, n=2048, =8, k € {4, 8, ..., 400})

The secon% a :gvhen s > |n/k], in which case it is no longer possible to
initialize a sharing BIFC(SNCE. Instead of reverting to the original KPFC where a simple
mapping is implement FC-r may still use up some of the unassigned cells. Because r =
n mod k, then at m cells can be distributed and therefore at most k-1 partitions can have
one added cell ea ee Fig. 7 Case 2). On the average, half of the partitions can have an
extra cell ir&?PFC variant, thus potentially lowering the write deficiency further. The

performanc e flash code is improved because of the technique where unassigned cells
are still d as much as possible. Refer to Fig.8 for a comparison of simulation results for
KP C-s and KPFC-r.

5.3. KPFC-m

The last variant of KPFC is called KPFC-m. The idea behind KPFC-m is to initialize as
many BIFC slices as possible within a normal partition. Unlike KPFC-s that can only allocate
a single BIFC slice within a partition, multiple BIFC slices can be accommodated in KPFC-m
as long as there are available contiguous cells for sharing mechanism (see Fig.9). Similar to
KPFC-r, the unassigned cells are also utilized in KPFC-m. However, the remainder cells are
automatically assigned to the last partition. Hence, the last partition will have more cells
compared to the rest of the partition. Contrary to KPFC-s and KPFC-r, extending the BIFC
slice in KPFC-m is not possible. If a bit update is mapped to an already full BIFC slice, the
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flash code looks for adjacent empty cells that can accommodate a BIFC slice. Block erasure
is returned if search for vacant cells returns a null.

With the introduction of multiple BIFC slices within normal partition, it turns out that the
flash code returned the best write deficiency among the variants of KPFC. With more BIFC
slices made, more write operations were performed (see Table 3). Consequently, call for
block erasures were delayed KPFC-m performs better when there is uniform frequency of
distribution. As shown in Figure 10, KPFC-m outperforms KPFC, KPFC-s and KPFC-r.
KPFC-m is even better than KPFC-s when s < |n/k|] (Note that KPFC-s has the ability to
extend its BIFC slice by a single cell only). It can also be inferred from the graph that it has
a superior mechanism to utilize the unassigned cells compared to KPFC-r, most espéciallysfor
large values of k. KPFC-m significantly reduces the write deficiency of thﬁ Mode

resulting to a better performance. :

[ )
A. Empty Block \‘vﬁ ‘@
Partition 1 Partition 2 Pai Partition 4

01212345656.0@21\0111265131415

B. KPFC-m Implementation Q)

ORONT 12 13 14 15 16 17 18 19 20 21 22 23

Partition 1 rtition 3 Partition 4
L L (¢} ¢} ¢}
H b e B
o o o
5

3 4
Q igure Q\Gia}izing BIFC-slices in KPFC-m

Table 3. Cm@ison between KPFC-m and KPFC-r in terms of
Average Write Operations

(r@& =8,k € {4, 8, ..., 1024}, E=30 experiments)

( %é KPFC-r KPFC-m Additional Writes

4 14254 14287 33
Q) 204 10582 10649 68
404 8645 9505 860
604 6709 8753 2044
804 4991 7541 2550
1004 5581 6793 1212
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—KPFC
~KPFC-s
~KPFC-r

W %AM KPFC-m
M x)
0 14

0 50 100 150 200 250 350

Information Vector Length k

Write Deficiency Ratio
o =)
» ()]

©
)

Figure 10. The performance of KPF -s K - and KPFC-m
(Uniform Frequency Distribution, k {4 8, ..., 400})

5.4. KPFC-r and KPFC-m in Steady Dom@'@blstrrb

To examine further the performance Q\%@ propos codes, the variants with better
write deficiency in uniform distributi re teady dominated distributions. As

teste

discussed in the previous sectl n, ommaté%p index is designed in this type of
distribution. The performanc KPE d KPFC-m in 50% and 70% steady
dominated distributions Were returned aft nlng the simulation. Results are shown in
Figure 11a and Figure 11b,r ctlvel

Given the graph K@r and KP the results show that the latter is generally better
than the former for ‘bcb@ % an % steady dominated distributions. However, the write
deficiency of b codes ng ly increases as the value of k grows. Note that KPFC-r
degenerates at 0, becau rite deficiency ratio shoots up close to 1 already. On the

contrary, KPFC=n1 can s% age to lower it due to its inherent capability of utilizing the
extra cells of the bloc ializing multiple BIFC slices potentially uses these unassigned

cells. ) '&
O
%

o
o

KPFC-r
KPFC-m

Write Deficiency Ratio
(<) <)
» o))

©
N

0 50 100 150 200 250 300 350 400

Information Vector Length k

Figure 11.a KPFC-r and KPFC-m in 50% Steady Dominated Distribution
(n=2048, g=8, k € {4, 8, ... , 400})
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6. Comparison of KPFC varlan@ exi @9 Flash Codes
&verage wri

This section presents the deriv %’ iency of KPFC, KPFC-s, KPFC-r and
KPFC-m. Moreover, the KPF KPFC-m.weré compared to the flash codes in literature.
Figure 12 shows the write deficienc ra f KPFC, KPFC-s, KPFC-r and KPFC-m for
r@g vious figures that were only up to k=400. As

larger range of values for like i

depicted in the grap has al rite deficiency for some lower values of k when

compared to the origi Beﬂisllly, this is due to the sharing mechanism employed in
C

KPFC-s. Note C andﬁq converge starting at k when s > |n/k]. Nonetheless,
another varian@C -r, rmsS better than the two former flash codes for all instances of
k. This is due tothe utilizati

that has the best perfor,

f the remainder cells in KPFC-r. In general, it is the KPFC-m
among all the variants of KPFC. Apparently, KPFC-m returns
the lowest write defi ratios for all values of k. In using multiple BIFC slices, KPFC-m
allows more cell v@ and this results in a delay to the occurrence of block erasures.

KPFC-r %P C-m are then compared to the existing flash codes in literature. The

performanc e flash codes as compared to slice based flash codes like ILIFC, LILIFC,
BMFC FC2 are shown in Figure 13, where both KPFC-r and KPFC-m showed a
re performance. When compared to more recent flash codes like BIFC and its
imp variant BIFC-RCM, the proposed flash codes still returned the better average case

performance (see Figure 14). KPFC-r and KPFC-m are then compared to high performing
flash codes like SSFC and PFC. Simulation results reveal that the proposed flash codes still
outperform the SSFC and PFC, as shown in Figure 15. With the introduction of sharing
mechanisms, the write deficiency of the flash codes is significantly reduced, contributing to
the better performance of the flash codes in the average case.
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Figure 14. Comparing BIFC, BIFC-RCM, KPFC-r and KPFC-m
(Uniform Frequency Distribution, n=2048, g=8, k € {4, 8, ... , 1024})
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7. Conclusion %

The K-Partition Flash Code WI CsQarln ism is presented in this study.
There were three variants tha explo : C -s, KPFC-r and KPFC-m. The
average case performance he flas odes were estimated through computer
simulations. Overall, KPF&-r and eturned the best performance. Empirical
results showed that the entlc;%’1 riants of KPFC are more efficient than the
existing flash code?x‘s ature. £urther analysis shows that the write deficiency due
to unassigned cel a signi t effect on the over-all performance of the flash
codes. Hence@ handlln ese remainder cells is very valuable and essential
in lowering th i

ted cy of flash codes, as shown in KPFC-r and KPFC-m.

Further studies can@ade to explore new methods of utilizing cells in a block to
maximize cell writes. is also interesting to conduct investigations on coming up
with novel and ing ways of encoding such as new framework and hybrid flash

codes, amo%the S.
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