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Abstract C}Z

The tremendous growth of data in recent years som challenges for
recommender systems. Theses keys are related with pro ual t recommendatlons
and fast performing the composition recommende 2 In t s p , We propose social
clustering-based similar user index to not only im the pfsﬁ n of recommendations,
but also compose personalized recommendatio fast. Thr, ug e experimental result, we
show that proposed clustering method |s curaf k-means which is prevalent
clustering techniques. And, we red omput time needed for composing
recommendation. That is, propose er mdexing method improves the
performance of recommender sys m@ ch dea{ a very large data.

Keywords: Large Recom r syste clustering, graph theory, automatically

personalized item delivery s%ces
1. Introduction Q

With the exp \&lally ing amount of information in the web, the
recommender@ have beep)advanced in research and e-commerce site areas. The
goal of recom er systefs, is to recommend items or products that fit a user’s tastes,
in order to help the use lecting or purchasing items from an overwhelming set of
choices [1]. Persona recommendations are especially important in e-commerce
sites where the vagi f choices is large, the taste of the customer is important. Some
of the major merce sites, like Amazon and Netflix, successfully apply
recommendé\%lems to deliver automatically generated personalized recommendation
to their cu One of the earliest and most successful recommender technologies is
colla or Itermg (CF). CF has been very successful in both research and practice.

0% ive filtering approach to recommender systems predicts user preferences for
produdts or services by learning past user’s history data [2]. In other words, most CF-
based recommender algorithms are usually designed to work on various data sets such
as products or rating values for products experienced by users. Amazon, for example,
that has incorporated CF-based recommender systems to personalize the e-commerce
site for each user, has recorded more than 30 million users and several million products
[3].

Many recommender techniques have been developed in the past decade, but a
considerable amount of them were constructed with small datasets and they are entirely
unrealistic attempts. While the tremendous growth of these data sets in recent years
poses some key challenges, several recommender systems suffer from performance and
scalability problems when dealing with larger datasets. Theses keys are mainly related
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with two challenges, producing high quality recommendations and fast performing the
composition recommended items dealing with the very large data set.

With the exploding information in e-commerce site, there are needs for new
technique for the large recommender systems. The large recommender systems are able
to search tens of millions of items in real-time. However, existing CF-based algorithms
have performance problems with individual users for whom the site has large amount of
history data. So, the first challenge is to compose personalized recommendations in fast
way. Users should not use slow recommender systems. The second challenge is that the
large recommender systems have to propose each user accurate recommendation
because users need recommendations they can trust to help them find products¢hey, will
like. In some ways these two challenges are in conflict, since the | sw the
recommender system spends composing recommendations, the worse tr?%bality of
recommendations. For this reason, it is important to treat the m hallenges
simultaneously. So the solutions for both challenges be us ractical.

In this paper, we propose social clustering-based si rjuser, in ith the use of
the similar user index, we efficiently redu ime for composing
recommendations. And, we define newly social thod in order to improve
the accuracy of recommendations. Generated clusters are%& ered as the similar user
index. Also, in the proposed social cluste e appl he”concept of the affiliation

network among the graph theory Based; ese grap ry, it is possible to generate

a social network from user’s histo es@s we improve the accuracy of
clustering similar users.

The rest of this paper is o as follo \Sectlon 2 describes related works and
background of proposed met for gener ing'the social clustering-based similar user

index. Section 3 dlscusses detail clusterlng, the indexing mechanism and
the implementation of Iuster ed similar user index. Section 4 presents the
experimental study resul y, Section 5 concludes this paper and gives an

outlook upon our ese hIS area

2. Related\@ ngi@kgrounds

2.1. Collaborative Fil

Collaborative fil (CF) is the most successful recommendation technology and is used
in many of the successful recommender systems. CF systems employ statistical
techniques t set of similar users who either experience different items similarly or tend

to buy simi Ely of items [2]. Once a set of similar users is formed, these systems calculate
predi o'm pressing the predicted preference score of item i; based on formed similar users.
Th systems produce recommendations which are a list of N items that the active user
will liRe the most. The recommended list usually consists of items not already experienced by
the active user. CF algorithms have been successful in several domains, but the algorithm is
reported have shown some limitations such as sparsity and scalability [2].

For composing a set of similar users, CF algorithms rely upon exact matches between
user’s past experienced item history. Therefore, if there is sparse rating data for matching
between users, the accuracy of user’s predicted preference is reduced. Ultimately, the
performance of recommender systems is lower. And, composing the set of similar users
requires computation that grows with both the number of users and the humber of items. With
millions of users and items, most CF-based recommender systems suffer serious scalability
problems. So, sparsity and scalability are the main limitations of CF algorithms.
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2.2. Clustering

Clustering is a kind of data mining technique for discovering interesting patterns from a
given database [4]. The main idea of clustering is that given n data pointing in a m-
dimensional metric space is divided into k clusters so that all the data pointing within one
cluster has a closer similarity than the data within any other cluster. There are various
clustering methods and they are currently widely used. Among them, K-means method is a
widely used clustering procedure that searches for nearly optimal partition with a fixed
number of clusters [5]. The K-means algorithms have been popular because of its easiness
and simplicity for application. In the domain of recommender systems, K-means clustering
techniques work by identifying groups of users who appear to have similar prefere
the clustering is complete, the performance of recommender systems can be ver
the size of data that must be analyzed much smaller. Although, the clustering(result may
depend on the initial seeds, however, there are few studies for4he,mechanisig witich optimize
the initial seeds. Ultimately, clustering techniquexz%ally e less-personal
recommendation than other methods and most ofte

0 rse, ®ccuracy than CF
algorithms. Q¢ &

2.3. Recommender Algorithms with the Socia@ptwork
[6] presented a novel framework for s%e recomm ion algorithms in terms of the
ms. T hi

‘jumps’ that they make to connect peop % proach emphasizes reachability via
an algorithm within the implicit graph,Stcucture \%’I g a recommender dataset. The study
stu

approaches recommendation frorm\a'different b plementary perspective of considering

the connections that are made. ding to t% , most recommender systems miss many

desirable aspects of the recegnmendation p;g ss. They assert that recommendation is an

indirect way of bringing é{@e toge many situations, users would like to request
ed

users and item

Social net heory, c
versus items as an affiliati
secondary mode, wher

recommendations p elx{ on yarieus constraints such as social relationships on the
nature of specific ct@s; ions \eg%d. That is, CF algorithms exploit connection between
e used to model such a recommendation system of people
network and distinguishes between a primary mode and a
de refers to a distinct set of entities that have similar attributes
[7]. In the view of 1, ender systems, the primary mode could be regarded as users. And,
the secondary m considered as items. In other words, in a recommender system, the

rating patte of ‘people on items induce an implicit social network and influence
connectivities\rthe network.

3. % lustering-based Similar User Indexing Mechanism
3.1. Generating Social Network with the Recommender Dataset

Based on the argument of [6], we generate a social network with the recommender dataset.
With the generated social network, we compose the similar user index. The similar user index
is used for improving the performance of recommender systems.

The recommender dataset is composed of user’s profile, item’s metadata and the rating for
items. We understand the fact that there are relationships between a user and an item on
which the user assign the rating value with their preference. According to the social network
theory [8], we consider the user as the primary mode and the item as the secondary mode.
Based on this concept, we deduct social network model from the recommender dataset. A
recommender dataset Rcan be represented as a bipartite graph ¢ = (U, I, E)like shown Figure
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1(a), where U is the set of people, | is the set of items, and the edges in E represent the ratings
of items. With the concept of the affiliation network in the graph theory, we also make the
assumption that social relationships can be composed if node B can be reached from A in one
edge, and C can be reached from B in one edge, then C is reachable from A in two edges.
Then, we consider the edge is the skip, which connects two members in U if they experience
one item in common. The skip induces a social network graph. The social network graph of a
recommender dataset R induced by a given skip £ is an undirected and weighted graphG, =
(U, E5)like shown Figure 1(b), where the edges are given by Eg = L(R). Ultimately, Figure
1(b) shows the social network graph induced from the example in Figure 1(a).

[ ]
{a) User-Item bipartite graph \ ’ (b} Weighted social graph

Figure 1. The Exam the S etwork Generated from Recommender
Dataset

For example '%re 1( sérs U, and U, experience itemsl; and I, in common. So,
the social relat ship is ed betweenU, andU, as shown in Figure 2(b).

3.2. Three Steps-clu Sbﬂg for Composing the Similar User Index

There are vari ustering techniques such as K-means or Min-hash [9]. Especially, K-
means is wi used because it’s easiness and usefulness. However, existing clustering
techniques atal limitation which usually produces less-personal recommendations than
other m& and most often lead to worse accuracy. Once the clustering is complete,
ho rformance can be very good, since the size of the group that must be analyzed is
muc aller.

For constructing the similar user index, we propose the new clustering technique based on
K-means. The proposed clustering technique assigns a pair of users to the same cluster with
probability proportional to the similarity between these users. The use of the similar index
makes it much more efficient to perform the composing recommendation more quickly
reducing the difficulty of the computation which is needed for making up recommendation.
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Figure 2. Three Phases of Slmlla ml %)

For improving the accuracy of clustering WhiCh s simj x)the same cluster, we

take three phases in the clustering. Figure 2 s WS three ph S|m|Iar user clustering
simply. %
3.2.1. Initial Seed Selection ? @

For the constructing the user si x ustering technique. The algorithm of
choice for many clustering tas S i means ithm. The K-means algorithm attempts
to find the cluster centers, such t the su squared distances of each data point to its
nearest cluster center is imized. nately, the K-means algorithm is a local
optimization strategy and his se to the choice of the initial position of the cluster
[10]. These initial ¢ cations en termed the seeds for the K-means algorithm.
General K- meansﬁ ms@ly select initial seeds, which is a main cause of
decreasing the cy of thexclustering. Therefore, there are many studies about the

selection ofln seeds tqi
systems, however, there
systems. In this pap

accuracy of clustering 9

r@ase the accuracy of clustering. In the domain of recommender
3, Tew studies which con3|der the feature of the recommender

In order to choide Seeds of each cluster, we use the social network which is depicted in
above the seﬁéﬁ.l. In the social network, the weight of relationship between users means
the frequen@ common items which are experienced by both users. Based on the concept of
gener. e more frequency of common items experienced by pair of users, the more
Si se users are. Therefore, we assume that influential users node in the social
netwobks have much more relationships with other users. In other words, the influential user
node could be considered as a seed of each similar user cluster because the influential user
node have higher possibility to take relationships with any other user nodes.(1) is the equation

for measuring the importance of the user nodewu. If a user node has higher value of
Importance,than other user node, the user node is considered as a seed in a cluster.

Importance, = Z w;

i€EE(u)

)
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In equation (1), N is the total number of edges from the user node u. E(u) is all edges from
the user node u to other user nodes. w; is the weight of edges from the user node u.

Algorithm 1 selects seeds which are considered as important users in the generated social
network.

Algorithm 1. Initial Seed Selection

Input: G is the social network, and k is the number of seeds

Output: seeds

1.w has arbitrary value which is higher than k or same with k.
2:candidateUserSeeds[w] «<CentralUserNodes(G); x) °
3. ifw ==kthen

. seeds «—candidateUserSeeds[w ] C}E,

4
5: returnseeds

6: else ﬁ @
7. seeds <—SeedFiItering(candidateUserSeed@ x)

8: return seeds Q x/

In Algorithm 1, w has arbitrary value whichAs higher than k oF'same with k. The function,
CentralUserNodesreturns the set of user nod ich hav%wer importance than other user
nodes have. Since there is possibility t ich have same high importance
values, the number of user nodes retur R«gJNodesw more than given number of
seeds or same with the number 0 s % ber of candidate seeds returned by
CentralUserNode is higher th e functlo Filteringfilters out candidate similar user

nodes and only compose of ké)er nodes as 9& . SeedFiltering takes 2 phases of filtering.

1. If some user notl
which has hi

andidate have connection with each other, the user node
portance.than other nodes is chosen as the seed.
poseo‘&@h e 1, k seeds are randomly chosen being initial seeds.

phaedFiIterininttIe impacts the accuracy of clustering, we take

clustering refinement in (ofgder to improve the accuracy of clustering after the phase of
clustering.

3.2.2. Similar se'@ustering

Similar stering techniques work by identifying groups of users who appear to have
ces. Each seed which is selected in the phase 1 is located in the center of the
or task of similar user clustering is measuring the distance between a seed and a
. If the distance between the user node A and the seed of some cluster R is shorter
than seeds of other clusters, the user node A is included in the cluster R. The distance is
considered as similarity of the user node and the seed. For measuring the similarity, we use
the square of the Euclidean distance measurement. Equation 2 is for measuring similarity

between seeds and user nodes based on Euclidean distance measurement.
1

\/{TN(Seed ) — MN(Seed;, u)} + {TN(u) — MN(Seed;,u)}

SlmSeedl

)
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In equation (2), TN is total number of items experienced by a user node or a seed. MN is
the number of items experienced by a pair of nodes in common. Algorithm 2 takes similar
user clustering based on selected seeds.

Algorithm 2. Similar User Clustering

Input: Seedsis selected seeds, k is the number of clusters, U is the user
dataset

Output: The set ofclusters , C

1.Assign each seed s, in each clusterc, € C

2. centroid; «Position(sy) ,\).
3. repeat

4 .foreach user node u; € Uexcept user nodes which are seeds do 62 y

5. for each seed s;, € Seedsdo
6. similarity;; < Euclidean(ul,centroidk)ﬁ @
7. centroid, < ReadjustCentroid(cy)

8. if similarity;  is biggest value am rcI %

9. ¢« y;
10.until centroids of clusters do not

11.returnC Q Ay

In algorithm 2, centroidy, is center& on of . The function, Position returns the
location in the cluster. We def centr the position of each seed in clusters.
Euclidean measures the dlstaﬂs&etween th nodes and the center position of each
cluster. Read just Centr0|d read just the position in each cluster based on recently
computed similarity. A lusters, t rwhich has the shortest distances between the

user nodes u; and th rYyposition | en to include the user node u; . The clustering is
iterated until the cen tion of h cluster doesn’t changed.

3.2.3. Cluster meme

In order to |mprove t
clustering refinement
apply the modulari
criterion for evaluan

lity and the accuracy of the similar user clustering, we take
gue at the final step of the similar user clustering. For this, we
nique. In the domain of information clustering, the modularity is a
the quality of partitioning a network into clusters [11]. While there are

various moduhatity technique, Q is widely known as the most accurate [12].
With the ept of Q, we suppose that particular divisions of the social network which is
generate ugh the step 1 are considered as k clusters. And these divisions can be

by ak X k symmetric matrix ein which each element e;;is the fraction of all
edges that links user nodes in cluster c;to clusterc;. Equation (3) is for measuring Qof the

similar user clusters. If the result of clustering has the high value of Q, this is considered that
relatively optimized and accurate clusters are constructed.

©) = Y(eyj — af) = Tr(e) - [le?||

In equation (3), Tr(e) represents a flractlon of edges that connect the user nodes in a cluster
and obviously a good cluster or division has a high value of Tr(e). a? is the expected
fraction of edges within the cluster c;when the edges were distributed randomly on the
social network. [|e]| is the sum of matrix e elements.

Figure 2 shows a small example. In Figure 2(a), there is a social network which has
five user nodes and two clusters C; = {uy,uy}and C, = {us, uy, us}.Fig. 2(b) represents
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the matrix which is transformed from the social network shown in Figure 2(a). The
u;represents each user. The e;jvalues are the sums of matrix elements belonging to a
pair of C;and C; divided by total sum of all matrix elements. For example, in Figure 2,
values of e;; are calculated as e;; = 2/12, ey, =2/12, e =2/12 and e,, =4/12. The
modularity of clustering the example social network into two cluster is Q = (e;; — a?) +
(e22 — a3) =((2/12)-((5/12)?)+ (((4/12) — (7/12)?)=-(1/72). The negative value of Q
clearly shows a suboptimal partition.

o C,
Ua  Ug Wy, Uy Ug
[ ]
w0 11/ 1 0 1 x)
Cl
w1 01 1 .1
[

? >
Figure 2. The Example %&cml‘@} Clustering [11]

For improvingQ, the user no cluded }be cluster C,is arbitrarily selected, and
moved from the cluster C, t cluster Cglike 'shown Figure 3(a). Then, values of e;;

are calculated again: e;;= 8#12, e;,= =2/12 and e,,=2/12. Figure 3(b) shows a
matrix representing the igure 3(a).

Cl CZ
U Us Uz Uy Us
wo 101 0 0O
Ciul 1 0 1 0 1
u:l 1 1 0 1 0
c, wl 0 0 1 0 1
us] 0O 1 O 1 0

@ Figure 3. The Example of Clustering Refinement

Based on the matrix of Figure 3(b), The modularity of clustering the example social
network is Q = (e;; — a?) + (ey, — a3) =((6/12)-((5/12)2)+ (((2/12) — (7/12)?)=(1/9).
That is, assigning the user node us to C;improvesQfrom -1/72 to 1/9. So, we take
clustering refinement based on Q in order to compose more accuracy similar user
clusters.

Algorithm 3 returns the refined set of clusters. In order words, through the step of
clustering refinement, we could compose more accurate clusters than them made in the
previous step 2.
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Algorithm 3. Clustering refinement

Input: The set of clusters, C, the number of clustering

refinement, 9

Output: The set ofclusters , C

l.iteration— 0

2. previousQ <—Q(C)

3. whileiteration>6

4, iteration++

5. updatedC<ClusterRefinement(C) °
6. updatedQ<—Q(C) x)

7. if previousQ<updatedQthen Y’
5. G

previousQ<—updatedQ

9. C< updatedC '6 @
10.end if

11. end while QQ

12. returnC Q)

In Algorithm 3, the function, Cluster '%nent‘r me selects two user nodes

included in different clusters a hang heir cluster ID. Eventually,
ClusterRefinement returns a readju matl represents the clusters as like
shown Figure 3(b). The funct easu@ modularity of the set of clusters.
During the given number of nctions, ClusterRefinement and Q are

called repeatedly.

3.3. Searching Simila1r with the’&ar User Index

In our prewou 13] Wé%l-"lfled that computing similarity between a user and
other users | ost t|m med factor among other operation of CF-based
recommender rove the performance of large recommender system, we
use similar user index g%, ed through three steps of clustering mechanism presented

above in this paper.

Index

\ 1 @ Cluster
User ID Has.h (Clusters)
function
Q ———————————=| Cluster 1 _.|A‘A|A|A|
= P
<l
- “"‘——— Cluster 2 | —— | A ‘A | A | A |A ‘
—— =] — [a[a]a]

[Cluster ID dictionary] [Lists of User IDs]

Figure 4. The Access to the Similar User Index
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With the use of similar user index, the time of looking for similar users is efficiently
reduced. Since each similar user cluster includes similar users, the recommender
algorithms only takes data of users who are belonged in the targeted cluster without
considering data about other users who are included in different clusters.

Similar clusters have their own cluster ID. And then, we use these cluster IDs as
identifiers of index. For fast access to similar user index, we define a hash function. Fig.
4 depicts when a user ID given, similar users of this user ID are retrieved through the
hash function. Retrieved set of similar users means a similar user cluster. Similar user
index consist of a cluster ID dictionary and lists of user IDs. The dictionary of cluster
IDs records cluster IDs with their own value of the centroid. Defined has fun tion
computes similarities between the given user ID and the centroid of each user
cluster and returns a cluster ID with which the given user has the gre %’De of the
similarity. @

4. Evaluation 6 @

We evaluate the effectiveness of our similar use@ exmg mechanism for
large recommender systems in two parts. First w th mental result about the
response time of the recommender system in w he S|m| us index is used. Second, we
verify the accuracy of similar user cluete roug comparative experiment. All

developed prototype systems in the eval are impleme ed with Intel® Core™ CPU at
3.4 GHz, and 8 GB RAM. And We i Qﬂ@nen pes with Window 7 Enterprise K,
JDK 7, and apache mahout. Ap ut |s e learning library and proposes useful
libraries for recommender syst

E Arnﬁ@enerated Data Sets

\ A

Namey, \~ Ihgjﬁh]ber of user IDs Size(MB)
h ) 43,706 1.4
\.D2 C, 3,580 0.97
D3 @' 3,430 0.85
D4 (N 3,310 0.78
D5L Y 2,940 0.71
Doy 2,610 0.67
N-D7 2,470 0.58
(Y’'Ds 2,310 0.51

D9 2,005 0.48
@( D10 1,850 041

For the evaluation, we use the data set of MovieLens [14]. The total size of data set is
about 1Mega byte. Based on the dataset, we artificially generate 10 data set which are vary
with the data size. Table 1 shows 10 generated data sets.

4.1. Response Time

In this paper, we define that the response time of recommender systems is the needed time
for composing recommendations for a specific user. In other words, if a recommender system
has short response time, the performance of the recommender system is good in terms of
speed for composing recommendations. For evaluating the performance about the response
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time, we implemented two recommender systems. The one, CF is implemented with the
general collaborative filtering algorithm and does not use the similar user index. And the
other one, proposed uses our proposed similar user index. Figure 5 shows the comparative
experimental results of CF and proposed.

500

450 -
-~@=-(F —a— proposed ,-"

400

Response time {s)
e o m pa W g
5 K B B 2 &
28 &8 8B & 8 3

wn
=

=

Figure 5. The Experimental Resuh& tthe R nse Times with Various
Siz

With the experimental result li %Wn in F& , we know that using the similar user
index helps recommender sys more. kly compose recommendations than other

systems which do not use theysimilar i . ides, the system which uses the similar user
index is relatively not aff y the d& 12¢ in composing recommendations.
4.2. Clustering Ac@

In order tou e the a&cy of proposed similar user clustering mechanism, we
perform the co ative 9 l' ent of two clustering algorithms. Two clustering algorithms
are the proposed tech and K-means. K-means is the most widely known clustering

technique because 'of& mess and effectiveness.

%’ - =-K-means  —a— proposed
Q 06
Q 05

o | T e -
0.3

=
-
-

02 =

D10 2] D& o7 D6 05 D4 03 02 01
Data Size

Figure 6. The Experimental Result about the Clustering Accuracy
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As described in Section 3.2, proposed similar user clustering technique performs three-step
clustering; 1) initial seed selection 2) clustering 3) clustering refinement. On the other hand,
K-means randomly selects k seeds and takes clustering adjustment.

Both two algorithms perform clustering similar users who are consisted of the social
network generated with our proposed method presented in Section 3.1. Also, both algorithms
are given 10 frequency of clustering iterations. For the verification of clustering accuracy, we
measure Q of each clustering algorithm. Figure 6 shows the experimental result of clustering
accuracy. Through the experiment about the clustering accuracy, we known that our proposed
method is more accurate than k-means in clustering similar users.

5. Conclusion
In this paper, we propose social clustering-based similar user index gh e use of

the similar user index, we efficiently reduce computation ti composing
personalized recommendation. Also, we define new %lal C|U’§I:Dg method with
which the similar user clusters are created 0@; the accuracy of
recommendations. For the social clustering, wb ert pt of the affiliation
network and construct a social network from com ata set. Based on the
generated social network, the similar user terlng pe ormed To improve the
performance of large recommender syste use sm‘wg( ser index generated through
three steps of clustering mechanism. % each ilar user cluster includes similar
take

users, the recommender algorlthmsgr f users who are belonged in the
targeted cluster without consid L‘i& users who are included in different
clusters.

With the result of the e iment, that our proposed similar user clustering
mechanism is more acg@ than exi clustering algorithms. Besides, the use of
similar user mdex% are a$dsed of similar user clusters help the large
recommender syst% icientl quickly composes personalized recommendations.
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