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Abstract

In most large-scale distributed applications, publis r'lbe (
decoupling between senders and receivers to intera i ishery7and subscribers.
Recently, in these areas, there has been mcre phasis i anaging end-to-end
message delivery performance and message or sed {gtp\wcy, which have been
addressed in distributed collaborative appllca S. EspeC|aI causally ordered delivery
consistency is more useful for these app in vv Iarge number of processes
request collaboratively and interactively. N@ systems |reless sensor networks (WSNs),
data fusion, the process of correlatl dua s r readings into high-level sensing
results, depends on a causally or e very ssip protocols based on P/S systems
are becoming one of the promisin s ions for addressing P/S scalability problems and very
useful for the applications with a mixture o'f se message order consistencies.

In this paper, we present ver3|0 IIy ordered delivery protocols based on P/S
systems using gossip p.ro}&g The o at only the predecessors immediately before the
multicast message a minated brokers to subscribers. And the other, specifically
for P/S systems of )@ is th &westamps that represent the gossip round in which the
immediate pred rs are ge are disseminated from brokers to subscribers. The
features of th e S mlght be highly scalable and suitable for the area of the
applications requiring or?%e minimum causal information with flexible consistency.

Keywords: Publi scribe, Wireless Sensor Network, Group Communication,
scalability, Causa age ordering

arge-scale distributed applications, such as social web platforms,
scribe (P/S) systems are suitable for communication between software
com nts that are deployed over a large number of sites. P/S systems follow a many-
to-many communication pattern, allowing a decoupling between senders and receivers
to interact with publishers and subscribers [10]. Recently, social web platforms, such as
Facebook and Twitter, have become real-time social communication ones, focusing on
the dissemination, processing and caching of fresh data. So, it is important and
reasonable that end users expect on-the-fly data, which is immediately available to all,
interested other end users [5]. And, there has been increasing emphasis in managing
end-to-end message delivery performance and message order-based consistency, which
have been addressed in distributed collaborative applications. Especially, for on-the-fly
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data processing, some distributed applications and products have offered message order
consistency guarantees, such as Isis2 system [3]. Isis2 supports virtually synchronous
process groups and considers full-fledged atomic message ordering, but not causal
message ordering. A causal order protocol ensures that if two messages are causally
related and have the same destination, they are delivered to the application in their
sending order [1]. A causal order is more useful than a strong atomic order for large-
scale distributed applications in which a large number of processes request
collaboratively and interactively in real-time social web platforms based on P/S systems
[15]. And gossip protocols based on P/S systems are becoming one of the promising
solutions for addressing P/S scalability problems and very useful for the a |ca ions
with a mixture of diverse message order consistencies [3]. In this paper, w two
versions of causal order protocols using gossip protocols. G%V
One of the proposed protocols is appropriate for broker-based P/S hich is
adequate communication infrastructures to alleviate h ts‘and IIy scale in
and out for better exploiting network and computatlo s urces prayisioned from the
more &gb e and the node
memberships are much more stable. In these subscribe to their

brokers, where the network connections are
chosen brokers. In the protocol, P/S systems Lse edlcat&p interconnected brokers
%§§I t

to process events based on gossip-style natlan hese systems are in the
same manner as Patrick et al. [4] sho e other e proposed protocols is for
wireless sensor networks (WSNSs) ¢ ng o numbers of cooperating small-
scale nodes capable of wireless co catl nsmg [12]. The protocol is based
on gossip protocols of sensor b based s like as [19] and guarantees causal
message ordering, in a man whlch o ewhat similar to temporal ordering,
achieved through data fus depen e time of occurrence of sensor readings
[17]. But, the tempora@ is ba the physical time synchronization, but the
causal ordering is n@

In broker- based R/ S\S ste S r two proposed protocols, brokers might aggregate
) e result sed on the subscribers' interests, while guaranteeing
the subscribers receive the results in the way of gossip-
hosen brokers. P/S systems are based on gossip protocols
e appealing in these systems because they are more scalable
traditional reliable group communications [1]. And if gossip
protocols based S systems could deal with end-to-end message delay and ordering
consistencie@\gch as causal ordering, distributed collaborative applications running on
the real tlrg ial web platforms might focus on synchronizing their end users’ needs,
such as 0 playback on multiple devices with different engines and network
ba 5, 10].

ge-scale distributed applications of P/S systems, if causal ordering protocol is
performed by the all brokers on global membership views, it is likely to be high
overloaded on every member and not scalable. In order to address this problem,
promising gossip protocols should have all the required features by achieving a high
degree of reliability and strong message delivery ordering guarantees, even if every
broker has a local membership view [4]. So, we present two versions of causal order
protocol, the one is based on a local view, which is for larger-scale distributed P/S
systems and the other is based on a global view, which is for pre-planned wireless
sensor networks (WSNSs). One of the proposed protocol based on local views guarantees
the causally ordered delivery by using the context graph [16], which manages the causal
order information based on the semantics of sent and received messages. But, the other

style disseminations by
[4], which are seeme
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based on the global views uses the whole set of vectors [1], used for traditional reliable
group communications [1]. In some WSNSs, such as pre-planned and time-lines ones [18,
19], it is not considerable to manage the global views. In the proposed protocol based
on local views, all ancestors before the multicast message are sent and received between
the brokers. But, from brokers to subscribers, only the immediate predecessors are
disseminated instead of all ancestors. Its features might result in its very low
communication overhead between brokers and subscribers because the immediate
predecessors are in the structure of one-dimensional vector. But, all ancestors are in the
structure of two-dimensional context graph [16].

In the global views of the whole set of vectors, every broker can manage a xectordper
group that represents its knowledge for the number of multicast messages Md by
other members, as same as each member in the protocol of Birman et @n some
ggregate,

e)knowledge for the
okers to subscribers,
only the timestamp that represents the gossip 1| i immediate predecessor
are generated are disseminated. Especially@@e protocgl, th tlmestamp is represented
in the way of colors, which stands 6 gossip r . And broker A and B can
generate a message per gossip round tifat, the proposed protocol needs one-
dimensional vector, whose size | num &O rokers because of one color per
sensor broker. The protocol Ii E rlate for r networks in a pre-planned manner

time-lines ones [18] because ota th urden to manage global membership views.
Therefore, these two versioss of cau red delivery protocols are highly scalable

and suitable for the the tions requiring only the minimum causal
information with fl b@’nsw‘%

2. The Pro rotoco

2-1. Basic ldea é
bs} BOD Brokers* Local View
@ < BEC D 5 A> Overlapping Grou

£33 BrokerPubnsher
>  Common Sensor

Grid

Figure 1. A Wireless Sensor Network

In P/S systems of our two proposed protocols, brokers are publishers to send topics to their
subscribers and subscribers receive messages matching their interests through their chosen
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brokers by gossip-style disseminations. Recently, much research has been devoted to
designing broker selection methods that best suits application needs [7, 17, 20]. The brokers
might gossip about the information based on the subscribers' needs, while guaranteeing the
causally ordered delivery [7, 17]. Researches on P/S systems in WSNs [20] have mainly
focused on mobile subscribers relying on broker-based infrastructure. In figure 1, we can see
that each sensor broker manages a sensor grid and a moving subscriber can migrate to another
sensor grid.

In the protocol based on the context graph [16], although each broker is based on its local
view of gossiping, if a message includes the context graph, as a consequence, it is possible for
the other brokers to know what they should have received. In the protocol, in the ﬁﬂséep of

its

sending a message, when every broker generates a multicast message, it pu , the
sequence number and the group lists of all groups that it participates on the e%@. In the
second step, the broker attaches the message to all leaf nodes in its conte - Then, the

e immediate

multicast message becomes the leaf and the parent me of it b
predecessors. In the last step, the broker sends the mes%gi ncestors of it to

luding
other brokers like as the protocol of [16]. On the d, Wh%@broker disseminates
the multicast message to subscribers, it includes on pare W es, that are immediate
predecessors, instead of all ancestors in the gontext graph. size of the immediate
predecessors is only one-dimensional vector%@é every er can generate a message per
gossip round. But, the size of the context is two-d sional vector. Therefore, from
brokers to subscribers, the size of the in ﬁa ion f c%%al ordering could be reduced. When
a broker receives the multicast meszég if th x as received all ancestors, then the

broker delivers it. And when a Eu iber rec %it, if the subscriber has received the
immediate predecessors, then t scribes i

vers It

In the protocol for the pre-planned WS &% , every broker manages one vector per group,

whose element has thq n of multi essages sent to other brokers. In these WSNS,
t

every broker can gossi he multicast messages based on global views because it knows
about every other bra And it i considerable for every broker to manage global views
like in an envirormaeqt’of [18]. e existing protocol [1], every member should include the
whole set of vecto s ygithout distinguishing brokers (publishers) and subscribers. But,
our proposed protocol is on P/S systems for pre-planned WSNs. In the protocol, in the
first step of sending a e, when every broker generates a multicast message, it posts the
current gossip roun tamp on it. In the second step, the broker updates every element of
the whole set of vectors. Then the broker updates all elements of a one-dimensional
vector, Who%ﬁ ents represent the gossip round timestamp of all immediate predecessor
messages 0 ewly generated message. So, in the protocol, the one-dimensional vector is
called agthé=immediate predecessor vector. In the last step, the broker sends the message
e whole set of group vectors to other brokers, like as the protocol of [1]. On the
other when the broker disseminates the multicast message to subscribers, it includes
only the immediate predecessor vector of length N, where N is the number of all brokers,
instead of the whole set of group vectors, which is two-dimensional vector. When a broker
receives the multicast message, if the broker verifies the whole set of group vectors, then the
broker delivers it and when a subscriber receives the message, if the subscriber verifies the
immediate predecessor vector, then the subscriber delivers it.

Therefore, two versions of our proposed protocols result in its very low cost
communication overhead in between brokers and subscribers because there is different causal
order information between communication groups, from brokers to brokers and from brokers
to subscribers.
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2.2. The Protocol in Pre-planned Wireless Sensor Networks

2.2.1. Algorithm Description
+ Group1 = {A,B,C}, Group? = {A,C,D}
« If Nis 4, MAX Gossip—Round is logN=2.
« We need (logN+1)=3 different colors .
» Causal Order with 3 different colors o—0—®

| 1st | | 2nd | | 3rd | | 4th |

@A, OA, ehb, @A,
G:(1,009) G200 [GH2109 65,109 x)
Gi(1,2.0.0) G(2.+00) |Gi2+01)  Gy(3.+01) YW
o
G:(1,0,0,) \4% (3.2 O.Q)
G,:(1,+.0.1) A R

| The timestamps of the immediatejpred

10,0,0,0, (0,00} |

Figure 2. Each Gossip I@@Repr e}ted in Each Color

In this section, we describ @opose ol for pre-planned WSNs through
examples of figure 2 and 3, ow how etail each broker generates a multicast
message and aggregates causall dered ry information. As same as the protocol of

Birman et al. [1], in our pro d prot% ector timestamp (VT) per group, piggybacked
on a multicast message £oMats the n of messages that causally precedes it. So, the

notation g, : VT[] uItlca essages sent in the group g, by a process i. In general,
gossip protocols ta ogN J~gjounds to reach all nodes [4], where N is the number of
nodes. In eac und evewy process has initiated a gossip message exactly once and
gossips about | ocesses called as fan-out (f) or gossip targets, at random. So,

each gossip round can b racterized as a unigue notation represented using a color. The
proposed protocol n &bogN + o colors because the maximum number of gossip rounds in
which all processe&ive all messages eventually is logN and o may be application specific
for buffering. As shewn in figure 2, if two messages m(A;) and m'(D,) have been sent at the
same gossipg’%é, then they are independent of each other and represented in the same color,
that is yell

Thi @nple of figure 2 shows how in detail each broker participating in G; = {A, B, C}
and% {A, C, D} aggregates the information of causally ordered delivery and sends it to
subscribers. The example of figure 2 sets a to 1. So, it needs 3 colors because logN is 2 and o
is 1. The stale messages might be removed periodically to respect the maximum number of
gossip rounds as same as pbcast [4]. Also, our proposed protocol uses the epoch, which is
incremented by 1 whenever all colors (in Figure 2, red->yellow->blue) have been completed
exactly once, distinguishing new message from previous message sent by the same process in
the same color. As shown in figure 2, A; and A, in red can be distinguished by the epoch 1
and 2. In Figure 2, in the first round, broker A generates the message and makes it with 1D
"A", the epoch "1" and the current gossip round color "red", as "reda;". At the beginning, the
vector of the immediate predecessors is all 0, that is {0, 0, 0, 0}. In the second round, broker
A and D generate each message, and make it with ID "A" and "D", the epoch "1" and the
current gossip round color "yellow", as "yellow,," and "yellowp,", respectively. On receiving
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"reda;”, the broker A and D update the vector of the immediate predecessors, as {red, 0, 0, 0}.
On being the fourth round, the epoch is incremented by 1 because red->yellow->blue have
been completed exactly once. So, in the fourth round, broker A and B generate each message,
and make it with ID "A" and "B", the epoch "2" and the current gossip round color "red", as
"reda,” and "redg,", respectively. On receiving "yellows,", all brokers update the vector of the
immediate predecessors, as {yellow, blue, 0, yellow}.

@ )iticast [ Gossip_mmm Delivery A Discarded @) Solicitation ,~ “WDelayved delivery [} Ordered color list

= {AB.C} 1st 2nd 3rd 4th
@A Ofe B, A
AcDy arroon | enzoos | er@iLon |en@ios .
11,+,0, (2,40, G2:(2,+,0,1) G2:(3,+,0,13
Subscn.bers G2:(1,+,0,0) GZU(%‘ 0.0) o
G1:(1,0,0,+) G1:(3,2,0+)
GZ:(1,+,0,1) G2:(3,+.0.1) 3

{6000 {@g.0.0 {@0.00 {0s00} {0800 {0000
Sy !

Ay

S3

Sy

- %\

Figure 3. An Example of t %} of th%r st Gossip Rounds from Sensor
Q ers to ubscribers

Figure 3 shows how in c%il brok S Gl {A,B,C} and G,={A,C,D} gossip about
the multicast messages i ng one- sional vector to subscribers={S;,S,,Ss,S4}, whose
element is the gossip nd timgstamps of the immediate predecessors, represented in
gure 2, ellow->blue). In between brokers, the two-dimensional
ors ( per group) are sent and received, like as the previous
om br%g subscrlbers the vector of the group round timestamps of the

seminated, instead of the whole set of all group vectors. In the
riber S1 subscribes to vector C in G;, S, and S5 subscribe to A or B
in both G; and G 4 subscribe to D in G,. The current color in the vector is all O at the
beglnnmg er makes the causal ordering in what order is "reda;" -> "yellowa," =
yeIIole eB1" -> "reda" = "redg,". S1 receives all messages from Broker B. It
discards @wm , because it does not belong to G,. On receiving "yellow,a;", S, requests
"re % because it knows that it did not receive "reda;" based on the piggybacked vector

the whole set
protocol [1]. B
immediate predecessor
example of Figure 3,

oup round timestamps of the immediate predecessors, {red,0,0,0}. On receiving

rede , Sg requests all messages it has not received to B. On receiving "yellowa,", S, requests

the "reda;” to D. And S, discards all messages from broker B because it does not belong to G;.

As figure 3 shows, the size of the vector is the number of brokers because one color

represents only one sensor broker and every broker gossips about the message per one gossip
round. It is surely the main cause of highly scalable, guaranteeing flexible consistency.

2.2.2. Proof of the Protocol
Rule 1:
For Gossip round Timestamps (GT), V €k{l1, 2, ..., n}-i, GTs[k] >= GT,[K] and GT[i] = GT[i]-1.
1. Causality is never violated (Safety).
Proof:
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Consider the actions of a process pj that receive two messages m; and m, such that m;—m..

Case 1:

m; and m, are both transmitted by the same process p;. This case is trivial. Under rules, in the
protocol, m, can only be delivered after m; has been delivered.

Case 2:

m; and m, are transmitted by two distinct processes p; and p;. By induction on the messages
received by process p;, we will prove that m, cannot be delivered before m;. Assume that m, has not
been delivered and that p; has received k messages. Since m;—m;,, we have GTy[i] <= GTp[i]. ------
Relation (1)

Base step:

The first message delivered by S cannot be m,. Recall that if no messages have been de ere
GTg[i]=0. However, GT,1[i]>0 (because m; is sent by p;), hence GT,,[i]>0. By the rule§’ ot be

yet been delivered, then GTg[i]< GTpy[i] -------------------- Relati
The only way to assign a value to GTg[i] greater than i

delivered by S
Inductive step: Q
Suppose S has received k messages, none of which is a me %% such th<$ . If my; has not
S

essage from S that

dep@mb From Relation (1)

of our protocol, the k+1st

was sent subsequent to m1 and such a message would b¢
and Relation (2) it follows that GTg[i]< GTy[i]. By app
message delivered by S cannot be m..

2. In the absence of failures, every message,in ping m@s indeed delivered (Liveness).

on of

Proof:

Suppose there is a multicast message m %9 pro overlapping groups that can never be
delivered to process p;. The rule of the pr, impli some I, GTyli]l< GTy[i]. The number of
messages that must be delivered to i m is fini munlcatlon links are fair-loss, but correct
processes can construct rellabl municatio nk on top of fair-loss links by periodically
retransmitting messages. So, in the absence of s and after some finite time, all these messages
will have arrived at p;. If evl ch mes been delivered, then we would have that GTy[i]>
GT[i]; contradiction.

So, there exists at I er message m' WhICh will not be delivered to pi and should be before m.
If m'is in a waitin hen GTm[I] for some i. We can thus apply the same reasoning to
m' as to m, Whlﬁ@\ es the pro nite decreasing induction.

2.3. The Protocol in Pre ned Wireless Sensor Networks

QY © ® ®

1 V@ GrA, G,GyA, G,Gy-A, G,Gy-A,
) Y @ [ ] L
d [N GGA, GGrA, G.G-A
Q GiGray GG:B G,GB G.GeA: 6,GyB 0,6-A; SISpAE S0I0
Q A A A B EH A
G,GrA, G,GA, GiGrA; G,Gy-A,
G coea GGy, G.GrB, GGy GGrB: G0k G:G-A: SiGrB;
IG,G A G,GyoAs G:GA GGph; . 9D GGray | GrD: BiGrA; G,GA;— GiC
X N B EAAREE RETINES BX X
6D GD; | GG GGrA;  GeC G GCy 9r¢ o A
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)
G,GrA; 668 | 6.8 0,6:As G,G:-B, GGrA. Sl G,GB
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Figure 4. Each Context Graph Sent and Received between Brokers in
Overlapping Groups
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2.3.1. Algorithm Description

In this section, we describe our proposed protocol based on each local view of gossiping by using a
context graph [16] through examples of figure 4, 5 and 6. If each broker is based on its local view and a
message includes the context graph, it is available for the other brokers to receive because the context
graph is defined in terms of the semantics of send and receive messages as shown in figure 4. These
examples from row (1), column (d) to row (4), column (a) of figure 4 show how in detail each broker =
{A, B, C, D} participating in G1 = {A, B, C} and G2 = {A, B, D} generates a multicast message, puts
ID, the sequence number and the group lists on it, and attaches it to the leaf nodes of the context graph.
Column (D) is the context graph of broker D, column (C) is for C, column (B) is for B and column (A)
is for A. In figure 4, "G," is the name of group G; and "A;" is the message generated by, A at first.
When A receives a multicast message, A verifies that all ancestor messages preceding it have)been
already received, comparing its context graph with the included all ancestors. In row (1
A generates the first multicast message and makes it as "G,G,-A,", with ID "A", th
and sequence number “1”. Then, A makes its context graph with G;G»-A; as
message G;G,-A; including the context graph to other bro g%t’nis C
preceding message, there is no the included context graph in lx Inr
column (C) and row (1), column (D), B, C, and D receive-G&G2-A1 and m

G1G,-A; as the root, respectively. In row (2), column (enerat e speond message and makes
its confe&g h as the leaf. So, G;G,-A,
or

U]
ootyand sends the
se there is no
umn (B), row (1),

1
1

it as "G;1G,-A,". Then, A attaches "G;G,-A," to G;G,-A;
becomes the leaf and G;G,-A; becomes the immetjal pred.ece . At the same time, in row (2),
column (B), B generates the first message and it as "Gl% '. Then, B attaches "G;G,-B;" to

G1G,-A; in its context graph as the leaf. Inr , column L), C'receives G,G,-A, and G;G,-B; and
compares its context graphs with the incu&a

Il an 1Go-As. If C has already received all
ancestors, it attaches G;G,-A, and G; o GG in¥its context graph as the leaf. In row (2),
column (D), D does what C does. @1 column generates the first message and makes it as
"G;-C;". Then, C attaches "G;-C;" t0 &,G,-A,an G,-B; in its context graph as the leaf. In row (3),
column (D), D generates the fir essage it as "G,-D;". Then, D attaches "G,-D;" to G;G,-
A, and G;G,-B; in its conte m as the%ﬂ row (3), column (A), A generates the third message
and makes it as "G;G, y& A attache$¥'G;G,-Az" to G;G»-A, and G;G,-B; in its context graph
as the leaf. In row (3) ‘%w n (B), Bﬁ%ves each message G;-Cq, G,-D; and G;G,-Az and compares
its context graph with\the-includ ncgestors, G1G,-A,, G1G,-B; and G;G,-A;. If B has already all
ancestors, it atta 1G2-Asz, &3-Ci7and G,-D; to G;G,-A, and G;G»-B; in its context graph as the
leaves. As this eXa ple of i 4 shows, (Gle-Al, G,G»-A,, G,G,-B,, G4-Cy, G,-Dy, Gle-Ag),
(Gle'Al, Gle-Bl, G;LG N 1Gz-A3, Gl'Cl, Gz'Dl), and (G1G2'A1, Gle-Ag, Gle-Bl, Gg'Dl,
G1Gy-As, Gl-Cl) are al
different ordering. =\

The summary of immediate predecessor messages at each step in Figure 4.

causal orderings for each broker, where different participants might see a

Each step \ The immediate predecessor Generated messages

(each 1'@@'@111@ 4) messages

(l@ Nothing G;G;-A(The Root)

(2) [G,G:-A, ] G,G, A, and GG, B,

(3) [GiG;-A, . GiGy-B, ] GG, A5, G, C, and G; D,
“4) [G1Gy-As , Gi-Cy ] Gi-C;

Figure 5. The Information of Predecessors Immediately before the
Corresponding Message

Figure 5 shows the summary of the information of the immediate predecessors of the

corresponding messages at each gossip round as shown in figure 4. In between brokers, the
context graph is sent and received, like as the previous protocol [16]. But from brokers to
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subscribers, only the immediate predecessor messages of each message are disseminated,
instead of all ancestors of the context graph. So, the size of the causal information can be
reduced. Row (2) of figure 5 shows the immediate predecessors [G;G,-A1], included with
G1G,-A; and G;G,-B;. Figure 5(3) shows the immediate predecessors [G1G,-A,, G1G,-B],
included with G;G,-A;, G;-C; and G;-D;. Figure 5(4) shows the immediate predecessors
[G1G,-As, G;-Cq], included with G;-C,. The least information, that is the immediate
predecessors of the corresponding multicast messages, is transmitted from brokers to
subscribers for very low cost communication overhead.

Figure 6 shows how in detail broker groups G1={A,B,C} and G2={A,B,D} gossip about
the multicast messages including the immediate predecessors of( it o to
subscribers={S1,52,S3,54}. In the example of figure 6, there are the context graph o n G2,
the one of C in G1 and the one of B and the one of A in G1 and G2, respecti e%scriber
S1 subscribes to C, S2 and S3 subscribe to A or B, and S4 subscribe to D. I@ 6, letm<
m' denote the process that sent or received m' had either m.%m alre ived m and m
and m’ are represented in different colors. And let m = &gp two meSsages m and m' that
are independent of each other have been sent at th gical ti represented in the
same color. Each broker makes causal ordering i t ord G1G2-Al (red, circle) ->
G1G2-A2 (yellow, rectangle) = G1G2-B1 (yellaw, diamond) 1-C1 (blue, pentagon) =
G1-D1 (blue, hexagon). In the case of S1 ausal, o%in (G1G2-Al< G1G2-A2 =
G1G2-B1 < G1-C1 = G1-D1) is validated. ceiving Gg 1, S1 requests G1G2-B1 to its
broker because it knows that G1G2-A2 eadyrecived and G1G2-B1 is not received by
verifying the included immediate pr ors [ = G1G2-B1]. In the case of S2 and
S3, the causal ordering (GlGZ—Qf G2-A2 2-B1 < G1-C1 = G1-D1) is validated.
On receiving G1G2-A2, S2 requests G1G2 to its broker by verifying [G1G2-Al]. On

receiving G1-C1, S3 requestsyG1G2- G2-B1 to its broker. In the case of S4, the
causal ordering (G1G2- G2-A 2-B1) is validated. On receiving G1G2-B1, S4
er.

requests G1G2-Al tay As figure 6 shows, the least information of causally ordered
delivery is transmi m hrokérsito subscribers. It is surely the main cause of highly
scalable.

BrokerstoxSubscribers with immediate Predecessors

Subscribers ‘Discarded Redundant MSG mmmDelivery @ Solicitation " Delayed delivery of MSG

D’s Graph C’ Graph B’s Graph A’s Graph
G:

Brokers y T ) z
{A.B.C} T ook e : GXB,  G1G2B: Ga-hs
={A.B.D} 2-Dy >-Dy d - 1-C1
T = G-D, 61-C:G2D; G 2Cy Gi-CiG,Dy

{‘ (= O Received Order @ g
@ S 4‘F HT!‘IA ‘ Delivered Order @ g -

(9 0 e O Received Ord
eceived Order ] @ 0
Sz :?__'l- I‘ I[ - Delivered Order @ O 8.3
Received Order .O [m] ..
Delivered Order .OD “

GGy & .I I % Received Order o. a .
) T A A A Delivered order @ > O @

Time

Figure 6. An Example of Immediate Predecessors from Brokers to Subscribers
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2.3.2. Proof of the Protocol

Define:
Let pidenote a participant process, M denote the set of messages processes exchange with each other,
< (read "precedes") be a transitive relation on M and mjbe a member of M. Let E be a set of edges
whose element is (mj, mk) and Ga= (Ma, Ea) denote the directed acyclic graph representation of < in
every process of a group G.

Rule 1:
If G1G2-m' < G1G2-m, attach an every E (G1G2-m', G1G2-m) in Ga.

1. Causality is never violated (Safety).

Proof:
Consider the actions of a process pj, that is involved in both overlapping groups lefand
receive two messages G1Gz-miand GiGz-mzsuch that GiGz- m1 < G1Gz-ma. Y’,

Case 1:

G1G2-m1and GiGz-mzare both transmitted by the same process pj. This case Jis trivia). Under rules,
in the protocol, GiGz2-mz can only be delivered after G1G2-my %n’deliv >

Case 2:

G1G2-m1 and GiGz-mz are transmitted by two distinet<pfocesses pi and\pi'/ By induction on the

messages received by pj, we will prove that GiG2-m %n be d I%?Ee)fore G1G2-m1. Assume
messaégx ce G1G2-mi< G1G2-mz, we

that G1G2-ma1 has not been delivered and pjhas recgived™k

have an E (G1G2-my, G1G2-m2) ------------------ Relatiop (1)
Base step: o O \%
The first message delivered by pjcannot b ma. Recd)t)ha if no messages have been delivered
immediate predecessor of GiGz-mzin

Inductive step:
Suppose pj has received k messagesS;¥none ofew

to pj, there are no edges and predecessqgr pi. T eN
Gpi. By the rules, Gle—mzcann@ ed by \

is a message Gi1Gz-m such that G1Gz2-mi< G1Gez-

m. If G1G2-mz has not yet beerrdelivered,t e is no edge, E (G1Gz-ma's predecessor, G1G2-mz1)
and there is no node, an i&ite pred 0P, G1G2-m1in Gpj. -----=-==========-== Relation (2)

If a new node, Gl%h leaf, & be an edge from GiGz-mi's predecessor to GiGz-m1
comprising of one-I ence, E4GYG2-m1's predecessor, GiGz2-mz). Therefore, if we can see the
case that the ex of a ﬁo@‘.o prising of longer than one-length edge from GiG2-mi's
predecessor t 2-mz2 implies, th&n we cannot see the case that there exist any path comprising of

one-length edgé=from G& s predecessor to GiGz2-mz2 in Gpi. From Relations (1) and (2), it
follows that there is no_i iate predecessor of Gi1Gz2-mzin Gpj. By application of the rules of the

protocol, the k+1st g delivered by pj cannot be G1G2-ma.

2. Every message, in lapping groups is indeed delivered (Liveness).

Proof: \%,
Suppose t a multicast message GiGz2-m sent by process piin overlapping groups Giand Gzthat

can ne delivered to process pj. The rules of the protocol imply that the number of immediate
p rs happened before GiG2-m in Gpjis smaller than the number of immediate predecessors
pi cked on GiGz-m. The number of messages that must be delivered to pj before GiGz-m is
finite. Communication links are fair-loss, but correct processes can construct reliable communication

links on top of fair-loss links by periodically retransmitting messages. So, in the absence of failures
and after some finite time, all these messages will have arrived at pj. If every such message had been
delivered, then we would have known that the number of immediate predecessors happened before
G1G2-m in Gpj is bigger than the number of immediate predecessors piggybacked on Gi1G2-m and
G1G2-m could be delivered; contradiction.

So, there exists at least another message GiG2-m' which will not be delivered to piand should be
before GiGz-m. If GiG2-m' is in a waiting buffer, then the number of immediate predecessors
piggybacked on GiG2-m' is smaller than that of immediate predecessors piggybacked on GiGz-m.
We can thus apply the same reasoning to GiG2-m' as to G1G2-m, which completes the proof by finite
decreasing induction.
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3. Performance Evaluation

We consider a system composed of a finite set of brokers (publishers) that communicate by
message passing. In the system, there is also a set of subscribers. For simplicity, we assume
that there is not more than one broker per node of the network. Brokers and subscribers can
be implemented in the context of topic-based P/S like as [4] and joining/leaving can be
viewed as subscribing/unsubscribing from the topic. The system is asynchronous. Brokers can
only fail by crashing (i.e., we do not consider Byzantine failures). A broker that never fails is
correct. For simplicity, we do not include process recovery in the model. We assume further

that failures are independent. The probability of a message loss does not excee 2 0,
€=0.05. The number of broker crashes does not exceed f < n. The probability of crash
during a run is bounded by T = f/ n, T=0.01. At every round each broker has dependent
uniformly distributed random view of size | of subscrlbe s 4], views called
as uniform views are not constant, but continue evoIV| su et bscribers in the
uniform view to which a broker gossips a mess Iy according to a

uniform distribution.
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order inform between communication groups, from brokers and to brokers and from
brokers an cribers, scale better than other probabilistic protocols without distinguishing
P/S %s@ as [4, 6]. We try to attempt to capture the degree of scalability achieved with our

We are in;eritm our proposed protocols, based on P/S systems with difference causal

pr protocols and confirm the results obtained from our simulations in terms of the
analysis presented in [4, 6]. Figure 7 shows the expected number of gossip steps necessary to
reach all subscribers as a function of the number of subscribers. The number of steps
increases with the logarithm of the number of subscribers, which is also demonstrated in [6].
But we can see our proposed protocol especially for WSNs needs smaller steps than the
previous one [4, 6]. Also, figure 8 shows the expected number of subscribers reached by a
message m after a finite gossip steps grows. We can see that our proposed protocol using
minimal history information converges faster than the previous one [4, 6]. As expected like in

[6], the eventual convergences is captured with probability =1. We can see that our proposed

protocols are faster than the previous ones [4, 6]. And also we are interested in that as a
function of the number of gossip steps after the message has been sent, the probability of
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receiving all non-fault subscribers converges to 1 at different information of causal ordering.
According to the analysis presented in [6], the probability that all subscribers have received a
message, converges to 1 as the number of gossip steps grows, we try to capture how our
proposed protocols converge faster than other protocols [4, 6] with reasonable reliability. In
figure 9 and figure 10, we can see that in our two proposed protocols, one is with the minimal
history information and the other is used for WSNs, all non-fault subscribers can receive
messages and terminate the gossip round in which the message has been processed faster than
those in other protocols [4, 6]. Therefore, our proposed protocols are very scalable with
reasonable reliability than the previous ones [4, 6].

4. Related Works A\)

There have been a large number of academic researches on P/S system sified into
topic-based, attribute-based, and content-based depending gn\the mat del. In many
P/S systems designed for enterprise environments, subsc#ﬁg@ stab is%ity with brokers
and connect to their chosen brokers. A subscribergsends subst@ and receives the
messages matching their interests published at its ch proker€Content-based P/S networks
scale to large numbers of publishers and subscCribers b ng brokers summarize
subscriptions from subscribers and downstreﬁ#broke[s sed”on coverage relationships
between subscriptions. In some P/S sys @I ke com y decentralized P2P without
dedicated brokers, structured overlay te% es like ®HT (CAN [11], PASTRY [13], and
CHORD [14]) for distributing subscriptions an L&@s in dynamics such as node churns
and unreliable links are usually dse STRYd%wses routing based on address prefixes
built over distributed index CHORD ~{14] forwards messages based on numerical
differences with their destinations and CA!‘@] routes messages in a d-dimensional space.
In comparison, there is m S dyna@ a cloud-based P/S.

And there are resgdr ased op t (publish)/S (subscribe) paradigm in the area of
sensor network co ations t&%proach the problem of querying sensors from mobile

nodes [7, 17]. Pikgtted Diffusfbg] an be seen as publish-subscribe mechanism, which is
implemented the tr@e architecture rooted at the publisher. SENSTRACT [17] is

mapping from queries to tapies and the corresponding underlying sensor network structure.
SENSTRACT [17] is -based P/S system structured by service providers as roots,
representing one of data-centric routing protocols for data dissemination of sensor
networks. Cross R@ is about connecting "location-specific 3D animated constructs” in
virtual worl in-building sensors [8]. The global behavior of the WSN constructed with
limited fun@ ity of sensors is achieved, in part, through data fusion, which often depends
on the ti occurrence of fused sensor readings. So, recently, protocols for physical time
sy ion in sensor networks have been published [18]. One of our proposed protocol is
base gossip protocols for completely decentralized distributed applications, such as an
environment of [19] and guarantees causal message ordering, which is somewhat similar to
temporal message ordering [12], based on logical time not physical time. [19] is based on
gossip protocols and firefly synchronization [18], for the management policy distribution and
synchronization over a number of nodes in an application level.

5. Conclusions

In this paper, we present two versions of broker-based causal order multicast protocols in
P/S systems. In the protocol based on local views of gossiping, each broker sends and
receives the multicast message including all ancestors of the context graph. But, from brokers
to subscribers, each broker disseminates the multicast message including only the immediate

Copyright (© 2014 SERSC 347



International Journal of Multimedia and Ubiquitous Engineering
Vol.9, No.9 (2014)

predecessors instead of all ancestors. The immediate predecessors are in the structure of the
one-dimensional vector, while all ancestors are the two-dimensional of the context graph. In
the first step of sending a message, when every broker generates a multicast message, it puts
its 1D, the sequence number and the group lists of all groups that it participates on the
message. In the second step, the broker attaches the message to all leaf nodes in its context
graph. Then, the multicast message becomes the leaf and the parent messages of it become
the immediate predecessors. In the last step, the broker sends the message including all
ancestors to other brokers, but it including only the immediate predecessors, instead of all
ancestors of the context graph to subscribers. In the protocol based on global views of
gossiping, every broker sends and receives the multicast message including the whole set of
group vectors. But, from brokers to subscribers, each broker disseminates the icast
message including only the immediate predecessors instead of the whole set of ¢ ectors.
The immediate predecessors are in the structure of the one-dimensional (vector;, while the
whole set of group vectors are two-dimensional structur ‘the figst of sending a
message, when every broker generates a multicast mess osts, the nt gossip round
timestamp on it. In the second step, the broker upéda Q very eléﬁ?)of the whole set of
group vectors. Then the broker updates all elements he impfediatg’predecessor vector. In
the last step, the broker sends the message including the whole\se0f group vectors to other

brokers, but it including only the immediate essog, vettor of length N, where N is the
number of all brokers, instead of the Wh01 f group s. These features might result
in its very low cost communication o % betwge kers and subscribers because there
is difference causal order informatio gg] een r*I$£ation groups, from brokers and to
brokers and from brokers and s ers. Th these two versions of the proposed
protocol might be mgmﬂcantl?ﬁﬁ&lable Jn ppllcations requiring only the minimum

causal information of messa dellvery W ble consistency.
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