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Abstract %O ( )
In this paper, the natural features extracted from ima, \a e t ecific markers or

reference points proposed augmented reality sy g objects in video
footage after the creation of feature extractlon al crlp We same way about the
creation of feature extraction and descriptors Descrlpto mation and features I4l,l;
color around the edge of space, size and,r is cr y using the information. This
generated using the descriptors for eac re det the similarity and differences
between the values obtained using t% anc ck for matching. This process is
generated through the corresp n omts% o-dimensional plane to obtain the
homograph information to ge th era ma 3-D object matching. Finally, the
proposed system to put the game™on alg -based augmented reality, natural feature

points of the game will be m@*nented \9
Keywords: marke ted re3I| acking, feature extraction, descriptor

1. Introducti

Recently, atte ti as been paid to technologies combining a new type of
imagery with daily livi ng virtual reality and mixed reality. Among the related
technologies, augme ality (AR) is a technology that implements a new type of
computing enviro by fusing real images acquired from cameras with additional
information in re e [1,2].

The core%AVR technology is to acquire camera images in real time and to estimate
the feat@ acquired images accurately, thereby registering virtual objects stably

into th ges. Using the features acquired from the camera images, planar
inf is obtained as well as camera location information. The general method to
impl nt augmented reality is to assume that actual and virtual camera location
information is the same and to register virtual objects obtained from the information. A
typical method for the implementation of augmented reality uses a reference point that
has a specialized format or artificial markers. When markers or reference points are
used, implementation of AR systems becomes convenient because a tracking problem
can be solved simply and thus ensures stable performance.

However, marker-based systems have several drawbacks, since extraction of marker
information is difficult due to obstruction of objects by markers or lighting condition
changes and the difficulty of system operation without specific markers. To overcome
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such problems, a study on AR systems without using specific markers or reference
points has been conducted [3].

To implement such a system, two methods have been used: one is a registration
method that extracts feature points of objects from images or stored in a database and
the other is a registration method that extracts 3D feature points from images. Although
these methods have a complex implementation process because of the extraction of
feature points, descriptor creations about feature points, and computation of comparison
matching between descriptors, their advantages include not using additional markers.
This has been highlighted as a great strength and related studies are nOw in progress.

In this paper, a descriptor has been created using color information, whichgs robust
to lighting, and features, which are robust to rotations and sizes. An augm Dt&vgality
system using real-time natural feature points is proposed by employing. a feature
point extraction algorithm and matching method and its performance (is pared and

evaluated. ,6 °

2. Proposed Algorithm Q
This paper proposes an augmented reality s that& ract and track feature
points in real time and register virtual obje ing natural feature points without the
use of specific markers. In pre- processm GB coI age is converted into a gray
image while the Gaussian pyramid is to ex atures that are not changeable
by image size. Coordinates of featur tst %ﬁ bust to corners are acquired from
images using the fast corner d e Igorltr% ile descriptors are generated using
ding areas of feature points, edge size and

111,15 color space informatio ut surrou
irection i rrounding areas of feature points. Since

direction information of feature points
111,13 displays an unch ble cr@stic despite changes in lighting, viewing
direction, geometry ah&vng light appropriately used for feature information for
descriptors. Featur are ro to rotation can be extracted by collecting direction
information a@ reas nding feature points.
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Figure 1. Flow Chart of the Proposed Algorithm

The second step is to measure similarity between the descriptors of camera feature
points obtained by the above method and feature points of objects to be tracked. Instead

270 Copyright © 2014 SERSC



International Journal of Multimedia and Ubiquitous Engineering
Vol.9, No.9 (2014)

of using Euclidean distance measurement, which is the most widely used similarity
measurement method, this paper used the faster Manhattan distance measurement
method to measure similarity with regard to each feature point. By comparing the
measured similarity values, two points that have the least difference of similarity with
each other are set as corresponding points.

The third step is to acquire a 2D planar homography matrix between generated
corresponding points so as to extract camera coordinate information using the
determinant. Using the acquired camera coordinate information and 2D planar
information of images, virtual 3D objects are registered. Figure 1 shows a flow chart of
the proposed algorithm. o

2.1. Corner Location Information Extraction (Fast Corner Detector)

In the feature point extraction process of input images, features r@racted from
differential images [4], which are edge images, amo ﬂ%)revi -made difference
of Gaussian (DoG) images. Here, a large amount of@ﬂu tiof is reyuired to perform
pixel-unit processing since the number of ima easeg as Gaussian pyramid
process progresses. The corner tracking algorithma.is used&&?}irst step of the vision
operation such as image search and recog@n [5]. In this paper, the fast corner
detector was used to reduce computational@ 'remer‘ft&é

TEIE]
EEEEEEN
ENEEEEN

Fi@z. Detection Mask of the Fast Corner Detector

As sho \&ﬁgure 2, a corner detection mask consists of 16 pixels surrounding a
given pi& A mask consisting of 16 pixels is classified according to predetermined

cri regard to C that uses a threshold. Assuming that a set of 16 pixels of
circ hape is x=1{1..16} and a relative pixel of the position is p, »— x has one of the
lo

following three states shown in Equation (1).
[ d, L . = L—t (darker)
Sy =18 p—t< L, <L+t (similar)
b, Ltt=l (brighter) (1)

where P sets a set with regard to all pixels p. Inside P, three subsets, Py, Ps, and Py,
are found and these are represented by Equation (2).

Fy={p€P: 8, =d}
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F,={pEF:5 =5} )

B={p€P: 5, =b}
The corner detector that uses the above method was applied to the proposed system
to extract the speed and data. Figure 3 shows the corner point extraction time with
regard to the whole image DoG. The X axis in Figure 3 refers to the number of frames

that were performed while the Y axis refers to the performance speed with a
microsecond (ms) unit. The result showed that the speed was 4.6ms per frame on

average.
\)‘
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Figure 3. Process& @e in the Corner Detector
the cer

Figure 4 shows a total sum pomts extracted as per frame. For every

frame, the sum of the cor oints on average was about 1,400 on the basis
of 500 frames. Since, fe that ¢ onded to the coordinates of the corner points
using the above m m} e extracted, this method reduces execution time more than a
method that extra ures chmg the whole image.

2000 (7\

1800 g v T

16 ) l -A A A .

Q 600
400
200

Figure 4. Sum of Corner Points Extracted as per Frame
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Table 1 shows the sum of the average corner points of each DoG image for an
execution time of 1,000 frames. Figure 5 shows an image that represents the corner
coordinates extracted from the DoG image using the corner detector. In the figure, as
the cross mark increases, it shows extracted coordinates from the reduced image. It is
also verified that a coordinate where the cross mark is larger was detected less often
than a coordinate where the cross mark is smaller.
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Table 1. Sum of the Extracted Corner Points of the Edge Images in the
Gaussian Pyramid

octav 0 octav 1 octav 2 octav 3
interval_0 565 252 103 35
interval_1 92 49 25 6
interval_2 26 12 8 3
interval_3 8 1 1 1

Figure 5. Extracted Cq@r Coordln :

2.2. Feature Point Localization

generated with many such corn s requ mputatlon time increases and speed
of matching decreases. To r ocalization is performed on the corner

th|s pro
points. First, pixel values gf the extrac %orner points are removed by applying a

The average sum of the generated Q&&Qore than 1,000. If descriptors are

certain threshold. In thi r,a t)}&l value 0.03 was applied, thereby removing
corner points which,H ntrast values. Next, points that are considered
strong edges in one ® ch corner point are removed. The removal method
uses a Hessia ' w

The eleme a Hes atrix are used to calculate a relationship of vertical,
horizontal, an thogo% ections as well as removing inappropriate points using a
threshold value. The n matrix was applied to about 2,000 points and the number
of corner points (@ duced to about 100. Figure 6 shows the result of corner point

ppropri
tlon fo

removal.

Figure 6. Unnecessary corner point removal
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2.3. 1,113 color Information Extraction

Since the 11,13 color space shows robust characteristics against changes in lighting,
viewing direction or geometry, it is a suitable feature vector as a feature of descriptors
and one of the color spaces used widely in the object recognition field. In this paper, the
111,13 color space feature was added to the descriptor in contrast with the existing scale-
invariant feature transform (SIFT) or speed up robust feature (SURF). Each element of
111,13 is extracted by calculating it using Equation (3).

(1 =%(R— G+B)
1

°
1L=%(R-5) Y

1

J‘:_ 23':""@—3—3} (3)
The I1l,13 color information is provided with eac a%age 0 =-and I3 in all
points within the detailed area of the extracted corn hichnare calculated by
Equation (4) to generate each feature vector C1 gxﬁvlded with the sum
of the features in the surrounding pixels.
MG, Can Gy 1 P (£
% (4)

2.4. Extraction of the Size Directio '{»he Gr

As another feature in t neratlon Kscrlptors direction and size of the
surrounding area of the extracted corner | can be found. At the 16X16 area around
the extracted points, a 4 ask i d, setting up 16 space areas. Once the size
and direction of t ent with ard to each pixel within the 16 spaces are
extracted, the direbig of eachﬁ%el inside the space is formed with an 8-direction
vector. The si h direc can be represented by the sum of the gradient size of
each pixel, subsequently creates 8 vectors for each area in the 16 spaces. This
128-dimension vector f above is in the descriptor. Figure 7 shows one such
example. The size an ction of the gradient are calculated using the gradient vector

in Equation (5). E ns (6) and (7) are formulae to extract the size and direction of
the gradient. Fig shows the size and direction of the gradient extracted using the

above equat%'
0 -, [Elx+lu)—Liz—1.u])]
@ Gradient vector= Llry+1)—Liz.u—1)) )

mizy)=|Liz+1ly)—Lir—1ul+ | Lizut 1) —Lizu—1) (6)

Llr+1lu)—Liz—1.4)
Llzy+1)—Lizy—1) (7

flou)="tan
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Figure 7. Extraction of the Size and Direction of the Gradient and  «
Generation of the Descriptor

Figure 8. Size and Dire’g@ of the Extracted Gradient

2.5. Limited Area Matc ethod \Q

In this paper, a N d area m%:hing method was used to provide faster matching
than existing for m ng corresponding points in real time. It was verified
that existing and SURF methods experienced considerable reductions in matching
speed due to the compS&of feature points over the whole area for each frame. To
resolve this problem, ited area matching method was used, performing matching
operations only withig\he interest area by setting the matching area to the surrounding
area of the objee&ure 9 shows the matching method by setting the interest area.
Overall, th mputational resources required were significantly decreased due to the
reduction preprocessing image in the next processing procedure. This was thanks
to the s the interest area after matching as shown in Figure 9.

Richiwd tavs virvs igsermon

Figure 9. Limited Area Matching Image
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3. Experiment Result and Verification
3.1. Algorithm Speed and Performance Result

The algorithm speed check is divided into two subparts: preprocessing and descriptor
generation, and similarity matching between two descriptors. The first subpart showed
good performance of 28 frames on average while the matching subpart showed a
decrease in the number of frames. Figure 10 shows the speed change of the system. A
speed of 15 to 20 frames was used so that the possibility of implementation within
augmented reality in real time was proved. As features about the 11,13 color space were
employed, a robust response to lighting was revealed. Figures 11 and 12 sho e result
of matching according to changes in lighting as lighting changes in the samﬁw.
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Figure 12. Matching Result in Dark Lighting
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3.2. Comparison with the Existing Algorithms

This paper compared and analyzed the proposed algorithm with SIFT and SURF, two
representative existing algorithms using natural feature points [8, 11, 14]. Figure 13
shows a speed comparison of our algorithm with SIFT and SURF with regard to
preprocessing and descriptor generation subparts.

30
. | K L SilRe Y’
| &y |8 ! - SIFT
0 N
Figure 13. Time Taken for Preprocegsing and DesSgriptor Generation for

Each /@ ithm '

Proposed algorthm

As shown in Figure 13, the SIFT thm examined all pixels of each of the
Gaussian pyramid images durin cessm ed a considerable speed difference
compared to the proposed algo th ich comp onIy the corner point coordinates. The
SURF algorithm showed perfor nce com ble to the proposed algorithm because it
reduced the dimension of crlptor y speeding up performance. However, the
experiment revealed that @orlthm little faster than SURF.

Figure 14 sho d co with regard to the matching subpart. In contrast
with SURF or SI h of %:xammed the whole area, the proposed limited area
matching algo d better p nce in matching speed.

Proposed algorithm
=" SURF
= SIFT

Figure 14. Speed Comparison of the Matching Subpart

4. Conclusion

In this paper, a natural augmented reality implementation system was proposed
where natural feature points were extracted from images acquired from cameras
followed by matching. First, preprocessing of images acquired from cameras was done
followed by using a fast corner detector to extract corner points within the Gaussian
pyramid image in real time. From the extracted corner points, I1l,15 color space feature
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information and strength and direction of the gradient were extracted, generating the
descriptors. Using the image frames acquired from cameras and descriptors of target
images to be tracked, matching was conducted using the similarity measurement while
the limited area matching method was used to increase matching speed. Once planar
homography and camera matrixes were obtained using the matched corresponding
points, virtual objects were registered using the extracted planar information.

In the experiment, a speed test was conducted by dividing into two subparts: a
preprocessing and descriptor generation subpart and a corresponding point matching
subpart; data was extracted to compare and analyze our algorithm against the existing
algorithms, SIFT and SURF. To apply the proposed system, registration @f virtual
objects and implementation of a game system are required. In future r N our
proposed algorithm will be applied to not only game systems, b a%?%/arious
application areas of augmented reality. é
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