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Abstract
This paper presents brightness compensation and enhancement m %; power-

constrained condition. The proposed method is useful for low-power dev ejassumed two
conditions: half and quarter power-consumption. We coﬂ%twc b@gss enhancement
methods in both scenarios, histogram equalization and/eg nd Vveriational contrast
enhancement methods. Both methods are contrasﬁnent r es using the given

Y
images histogram. Simulation results thoroughly repe objec@subjectlve performance.
hi

Keywords: brightness compensation, power ent syst togram equalization
1. Introduction

Nowadays, various dlsplays are a inv |ces such as mobile TV or phones,
portable media players, pers aSS|sta nd notebooks [1]. The purpose of all
devices is delivering |nformat|o wever.th challenge and limitation of their usage is
battery capacity [2]. Especi Y, Watch medla such as pictures or videos consumes
more battery than other y. Alt many researchers have been studying display
techniques, the low sumpt n 18still important and unsolved issue yet.

Contrast enhance eht often es impractical effects in pictures [3]. However, contrast
enhancement W effec far scientific scene such as thermal or satellite images.

Meanwhile, cog enh nt can generate undesirable effects when it is applied to low
color depth images [4] S paper we assume two scenarios, half- and quarter power
power-consumption

To show high co lity image with less energy consumption, some researchers propose
various ideas [5 xample, sender sends half contrast image and receiver can reproduce
full contrast . However, half contrast image looks very dark especially in daylight and

may harm I@ V|sual system [6]. Therefore contrast enhancement method is important to

be studi
yscale contrast enhancement is performed, this can be applied to color image case.
One apply the same approach in each color components, red, green, and blue. However,

implementing the identical approach on the red, green, and blue channels of color image can
produce drastic change of image. To alleviate this issue, YUV transform can be firstly applied.
This can prevent white balance error. To reduce energy consumption by the backlight, two
enhancement methods were assumed in this paper. One is histogram equalization and the
other one is contextual and variational contrast (CVC) enhancement.

This paper is organized as follows. Section 2 explains details of both contrast enhancement
methods. Section 3 shows the simulation results with four metrics. Conclusion remarks are
shown in Section 4.
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2. Histogram Equalization and Contextual and Variational Contrast
Enhancement

There have been various contrast enhancement histogram equalization methods which
were presented by various authors with different purpose and complexity. The contrast
enhancement is widely used for low contract image. Especially, histogram equalization
method is one of broadly used techniques to enlarge intensities of low-contrast image. By
applying contrast enhancement, the number of pixels of each intensity becomes similar to
each other. The CVC enhancement method is another method which is recently introduced. In
this paper, we use two methods to design and investigate a power efficie contrast

enhancement system. Here are reviews of both methods. Details of histogra eq tion
and CVC can be found [7].
Figure 1 shows the flowchart of the proposed method. 6
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'\$ Figure 1. Flowchart of the Proposed Method

For gzy@gmage the probability of Ievel i image is,

p(l) :F’ (1)

where i is less than L and bigger than 0. L is normally determined as 256 as we assume gray
scale image. The cumulative distribution function, CDF, is

CDF(i) =Z(; p(J)- )
=
When i is L-1, CDF is
CDF(L-1)=1. (3)
The output histogram hy¢ is defined as Eq. (4).
hHE :Eh i (4)
Th, ™
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where h; are original histogram. The details of hcyc are modified version of histogram
equalization which can be found [7].
Figure 2 shows the code of histogram equalization.

PDF=inhist/sum(inhist) ;
CDF=zeros (length (inhist),1);
CDF(1,1)=PDF(1,1);
for t = 2:length(hist in)

CDF (t,1)=CDF (t-1,1)+PDF(t,1);
end
OUT= (2"BD-1) *CDF';

Figure 2. Histogram Equalization Software :‘
ure 3 shows

Here, parameter BD stands for bit depth, which is 8 f@xgvés scale i

the step of contextual and variational contrast. Q
Step 1: obtain H, in V
Step 2: obtain hy d h, in E (2) and (3)
Step 3: calculat@ lghtoe using hp
Step 4: comput

Step 5: comp
Figure 3. Cont 1@ nd V@wal Contrast Steps

The contrast enhancement method is ori @y generated for gray scale image. However,
as most images are color, an app ast enhancement methods to color image. We
assume the obtalned ré n be a to color images. To do so, one can convert RGB
image into YUV and the me in Y channel only, and preserve chrominance channels,
Uand V. Flg the i | | n of HE and CVVC on #22 to #25 Zahra imageset. Line
in red shows t od res% blue line shows CVC method result.

—&—HE melhud : —=— HE method
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Figure 4. lllustration of HE and CVC for (a) #22%23 (c)4 d (d) #25

Zahra imageset; Line in Red Shows HE Method Blue Shows
CVC Method

3. Experimental Results X\)

We use standard test images from Z t set to te an compare HE and CVC
éoc

under two conditions, half power-co tion arter power-consumption. The
parameters for CVC is wxw=7x7 adja and y are 0.33, respectively.
ages, #2, #3, #13, and #22. It is hard

To evaluate subjective perfor used
to evaluate contrast enhancem |t is ha.rd tlfy an improved perception of an image.
In general, PSNR or MSE m s are widelg% d however they have original images which
a

are known as ground tru se, there is no ground truth to catch up with.

ever,
Therefore, we used @ICS abso mean brightness error (AB) [8], discrete entropy
(DE) [9], measure 0 cement , and pixel distance.
@nal fo

Figure 5 shg and Figures 6 and 7 show half and quarter powered
original image‘ |ver©

(d)
|gure5 Original Zahra Image: (a) #2, (b) #3, (c) #13, and (d) #22

Figure 6. Orlglnal Zahra Images with Half Power-consumptlon: (a) #2, (b) #3, (©
#13, and (d) #22
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(a) (b) (c) (d)

Figure 7. Original Zahra Images with Quarter Power-consumption: (a) #2, (b) #3,
(c) #13, and (d) #22

Figures 8-11 show subjective performance comparison for half power-consumetho four
Zahra image. And Figures 12-15 show subjective performance comparison for g ower-
consumed on four Zahra image.

(b) (d)

Figure 8. Subjective Performan@ mpan @or Half Power-consumed #2
) difference between HE and
en CVC and Original

Cre

rence be
° %

Zahra image: (a) HE result,
original, and i

O
Figure 9. Subje @Performance Comparison for Half Power-consumed #3
Zahra Imag E result, (b) CVC result, (c) difference between HE and

A gri al, and (d) Difference between CVC and Original
)

(d)

Figure 10. Subjective Performance Comparison for Half Power-consumed #13
Zahra Image: (a) HE result, (b) CVC result, (c) difference between HE and
original, and (d) difference between CVC and original
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(a) (b) (©) (d)

Figure 11. Subjective Performance Comparison for Half Power-consumed #22
Zahra Image: (a) HE Result, (b) CVC Result, (c) Difference between HE and
Original, and (d) Difference between CVC and Original

Figure 12. Subjective Performance Compa

for rtxgower-consumed
#2 Zahra Image: (a) HE Result, (b) CVC Result, (c) Di ce between HE and
Original, and (d) Differenc een C@ and Original
ali | ™ ! e - (] iy 4 A ‘ : - \ "<‘ by

ER ~(b) CVC Result, (c) Difference between HE and
ifference between CVC and Original

Figure 13. Subjetti erformance Comparison for Quarter Power-consumed
#3 Zahra Image;
al, and (

Figur ~“Subjective Performance Comparison for Quarter Power-consumed
# Image: (a) HE Result, (b) CVC Result, (c) Difference between HE and
Original, and (d) Difference between CVC and Original

(a) (b)

© @

Figure 15. Subjective Performance Comparison for Quarter Power-consumed
#22 Zahra Image: (a) HE Result, (b) CVC Result, (c) Difference between HE and
Original, and (d) Difference between CVC and original

14 Copyright © 2014 SERSC



International Journal of Multimedia and Ubiquitous Engineering

Vol.9, No.9 (2014)

To assess objective performance, we used 25 images of Zahra imageset. Four metrics were
used, and they are absolute mean brightness error (AB), discrete entropy (DE), measure of
enhancement, and pixel distance. Table 1 and Figure 16 show four metrics’ performance

results on HE and CVC methods for half power consumption case.

Table 1. Objective Performance Results between Two Methods on Four Metrics

(Half Power-consumption)

Metric AB DE EME PixDist

Method HE cVvC HE CcVvC HE CcVC HE | cVvC
1 128.67 85.57 6.89 6.88 30.35 29.65 424 132.15
2 129.19 72.85 6.33 6.40 25.27 25.14 42,43 29.51
3 128.64 84.07 6.79 6.84 26.03 26.86 424" 33.96
4 130.55 99.56 5.97 5.99 21.96 18.28 | / 43.06 33.42
5 130.01 62.94 5.93 6.03 41904 _ 3553 1 &9 26.78
6 129.58 120.46 6.19 6.22 24,09 15.3&(/\ 2.62 40.04
7 129.59 68.18 6.19 6.28 342%|d 2152 42.20 26.93
8 129.73 93.35 6.01 6.09 <8113 1A804 4233 27.38
9 129.14 87.51 6.35 6.42\/\2@.77 A 22 42.44 32.99
10 129.11 107.73 6.48 6.50 36 40‘\ 5.19 42.40 40.13
11 129.40 76.44 6.34 GeiN 3567 | ¥ 26.73 42.09 31.84
12 129.04 102.61 652 |, (%55 29 547 21.32 42.20 40.79
13 129.39 101.57 6.46 | A6.41 | 35 25.13 42.97 33.15
14 133.16 123.53 6.03 %o 7 6.084, (29.39 24.32 45.85 46.60
15 129.57 109.94 | 6824 N\ 25.22 19.07 43.00 37.34
16 129.21 117.85 [ 7\ €4 6 26.29 15.77 42.70 30.23
17 128.77 10061 [\ 6.76 6797 2312 21.69 4237 45.42
18 129.11 147.90 6.46 *Z%zls 18.08 11.43 4259 47.34
19 129.25 8150°]) 6.3 Y6.42 34.70 26.40 4221 34.81
20 129.45 | « 10797 6.3 N 632 1351 11.76 42.95 38.45
21 130.42 A\, "253%8 5.85 | 5.86 21.35 11.13 43.40 4261
22 130.25 =, M43.42 | 6103 6.04 11.58 6.29 43.20 41.14
23 1298% N> 90.02 646 6.18 24.90 17.87 42.24 36.37
24 1%32) © 99304 622 6.30 24.16 13.95 42.86 23.71
25 128 9 6.62 6.65 27.45 35.09 4222 34.12

Avg. 12958 | 100.4¥ 6.32 6.36 27.22 21.27 42.70 35.49
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Table 2 and Figure 17 show four metrics’ perf
for quarter power consumption case.

Table 2. Objective Performance Res I gtween

PixDist

20
1}

E g
e rew E and CVC methods

@ Methods on Four Metrics
tion

AL
mlmage numbwesr & Y
(d)

o Met alf Power-

(d) PIXDjst

(Quarter P cons
Metric AB | ,, = PixDist

Method HE cvC CVC HE cvc HE cvC
1 129.69 64.62 590 | . ~5.90 29.83 30.86 42.32 31.89
2 130.96 57.57 5.40 | A, 543 24.69 32.08 42.30 30.63
3 129.81 66,7 5.85\\._75.83 25.68 33.78 42.31 34.85
4 133.63 [ » 8D. 500, 4.99 18.24 23.77 43.56 39.13
5 132.37 ['NJw01 5(01 5.04 39.05 44.61 42.02 27.79
6 131.80 ~, “%08.87 | 5.26 20.58 17.03 42.79 45.09
7 131 7 51.54 ‘6546 5.30 33.50 31.60 41.91 26.97
8 1%;? 73599 5.07 5.11 30.72 22.99 4213 32.38
9 130. T 5.39 5.42 26.11 27.03 42.38 36.43
10 130.65 | oS 5.51 5.52 36.39 27.07 42.27 43.84
11 13151 | .. * (62.09 5.40 5.41 35.75 30.68 4161 32.89
12 130.4 6‘91.56 5.55 5.56 27.81 23.65 41.92 4453
13 130.76 %, 77.72 5.53 5.49 33.88 28.54 4291 34.79
14 % 106.65 5.24 5.26 28.48 29.16 45.88 50.91
15 9 94.47 5.36 5.32 24.84 24.79 43.43 4233
16 =y %130.91 98.32 5.43 5.43 23.65 16.03 42.87 37.80
\.J 130.01 87.79 5.80 5.80 18.89 25.94 42.17 47.10
@'} 130.82 135.04 5.50 5.51 16.55 12.11 42.66 50.96
19 Y 130.88 67.35 5.44 5.45 35.19 30.87 41.93 36.78
20 131.46 94.61 5.33 5.32 12.88 15.75 43.35 43.62
21 133.13 139.55 4.89 4.90 19.20 12.50 44.09 48.30
22 132.80 126.27 5.06 5.04 11.24 7.36 4375 4750
23 132.16 73.27 5.24 5.16 23.90 21.43 41.90 38.17
24 131.69 75.23 5.33 5.31 24.14 16.97 43.10 28.77
25 130.27 59.62 5.64 5.66 25.99 44.39 41.90 34.30
Avg. 131.44 84.62 5.37 5.38 25.89 25.24 42.70 38.71
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4. Conclusions

In this paper, we investigated contrast enhancement methods’ performance. Subjective and
objective performance results are shown in simulation results section. The proposed
brightness compensation method works well for half and quarter power-consumed devices.
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Figure 17. Objecti erformance Results between Two Methods (Quarter
Power- mption): (a) AB, (b) DE, (c) EME, and (d) PixDist
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