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Abstract 

In training artificial neural networks, Backpropagation has been frequently used and 

known to provide powerful tools for classification. Due to its capability to model linear 

and non-linear systems, it is widely applied to various areas, offering solutions and help 

to human experts. However, BP still has shortcomings and a lot of studies had already 

been done to overcome it. But one of the important elements of BP, the stopping criterion, 

was given a little attention. The Fisher’s Iris data set was used to this study as input for 

standard BP.  Three experiments, using the different training set sizes, were conducted to 

measure the effectiveness of the proposed stopping criterion. The accuracy of the 

networks, trained in different data set sizes were also tested by using the corresponding 

testing sets. The experiments have shown that the proposed stopping criterion enabled the 

network to recognize its minimum acceptable error rate allowing it to learn to its 

maximum potential based on the presented patterns. The ubiquitous stopping criterion 

presented in this paper proved that the number of iterations to train the network should 

not be dictated by human since the accuracy of the network depends heavily on the 

number and quality of the training data.  
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1. Introduction 

The artificial neural networks structure mimics the brain’s biological neurons in 

order to learn and recognize patterns. Various fields [7] have already been using the 

ANN to solve variety of tasks that are difficult to solve using rule-based 

programming. Furthermore, it has the capability to build models for both non-linear 

and non-linear systems even if the relationship between the input and output data is 

not known [1, 2]. 
The structure of ANN depends on a particular application. Once its structure has 

been defined, it is ready to be trained. This will allow the network to learn 

appropriate behavior based on the presented patterns. There are different paradigms 

to train ANN and supervised learning is one of it. In supervised learning method, 

each training example consists of input object and a supervisory signal. 

Backpropagation is usually considered as a supervised learning method.  BP was first 

described by Arthur E. Bryson and Yu-Chi as a multi-stage dynamic system 

optimization method in 1969 but it did not gained any recognition. Not until 1986, 

the work of Geoffrey E. Hinton, David E. Rumelhart, and Ronald J. Williams led the 

revival of BP in the field of ANN research. The use of BP learning method to train 

feedforward neural networks has been proven to provide powerful tools for 
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analyzing real world and complex problems such as financial diagnosis [3], security 

[4], agriculture [5], handwriting recognition [8], and even diagnosis [9].  

However, the BP learning method has major shortcomings such as slow learning 

speed associated with computational complexity and converging into local minima 

[6]. To address these problems, numerous studies had already been conducted to 

modify and improve the standard BP algorithm. Unfortunately, the stopping 

criterion of BP, which is considered as one of the key elements of BP, has been 

scarcely studied. In the reviewed literature, the stopping of training of either 

standard or modified BP depends on human decision. In some studies [7], the 

training is limited on the epochs or the number of rounds with the given patterns. 

But this approach may prevent the potential of neural networks to learn more and 

further minimize the error rate. Moreover, the risk of converging into local minima 

is also high in this approach. Other studies [8, 2] also used predefined acceptable 

error rate to halt the training. However, there is a tendency that training process will 

never end if the given acceptable error rate is unreachable based on the patterns 

presented to the ANN. 

The major objective of this study is to further improve the standard 

backpropagation learning algorithm used in training the multilayer feedforward 

neural network by adding a ubiquitous stopping criterion on it.  This method allows 

the network to learn with lesser intervention to human, wherein, acceptable error 

rate is being recognized by the network itself. 

 

2. Literature Review 
 

2.1. The Feedforward Artificial Neural Network 

The feedforward artificial neural network, or also known as multilayer 

perceptron, is a fully connected network model that maps the input data sets into the 

corresponding output sets. It was the first and simplest type of neural network 

composed by multiple layers of nodes known as the input layer, hidden layer, and 

the output layer. As shown in Figure 1, each layer is connected to the next layer 

through its processing elements known as neurons in weighted links. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1.  Feedforward Artificial Neural Network Architecture 
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Each neuron has nonlinear activation function that scales its net input into a 

specific range. In the case of multiple hidden layers, the output from one hidden 

layer is forwarded into the following hidden layer and separate weights are provided 

to the sum going into each layer. 

 

2.2. Backpropagation Learning Algorithm 

Multi-layer networks use a variety of learning techniques and backpropagation is 

the most common learning methodology used on it. BP is also one of the simplest 

and most general methods for the supervised training and data mining [5]. Learning 

process in BP allows the neural network to produce a desired response by adapting 

itself to stimulus. The network adjusts its synaptic weights as it receives the input 

stimulus. The learning process is done continuously until the actual response 

converges to the expected response. 
During the training session, the weights of the nodes in the hidden and output 

layers are initialized with small pseudo-random numbers. Then the input pattern is 

propagated forward and the activation level of the hidden and output nodes is 

calculated using an activation function. The weights are then updated starting from 

the output layer nodes backward to the hidden layer(s) nodes. The error gradient 

between the actual and expected responses is then calculated using the delta rule. 

This causes the neuron to produce an error signal. This error signal changes its value 

depending on the weights of the neurons in each layer. The error triggers the 

network to adjust its weights and minimize the error rate until it converges to the 

desired outcome. 

The training process can be stopped using an error criterion. It could be either when 

the error is below or equal to predefined acceptable error rate; or by limiting the 

number of epochs. The second criterion ensures that the learning process will stop, 

however, there is no assurance that the network will be able to learn into its maximum 

potential. Furthermore, the first criterion doesn’t ensure that the learning process will stop 

if in case that the given acceptable error rate is unreachable based on the patterns being 

presented on the network. 
 

3. The Adaptive Stopping Criterion Algorithm 

This study focuses on the development of an adaptive stopping criterion that will 

enable the standard BP algorithm to converge to its global minima. The algorithm works 

as follow,  

1. Set the value of threshold to 0.00, counter to 0, the previous mean squared error 

(MSE) and least MSE to 1. 

2. Initialize the predefined feedforward neural network. 

3. Calculate the MSE of the network based on the presented patterns (epoch) using the 

standard BP learning method. 

4. Round off the MSE to the nearest five decimal places. 

5. If the previous MSE is equal to the MSE decrement counter by 1, otherwise, 

increment counter by 1. 

6. Override the value of the previous MSE with the calculated MSE. 

7. Assign the value of MSE to the least MSE if it is less than the least MSE. 

8. Check if the value of counter is equal to 0. If it is equal to 0: 

8.1 calculate the value of the threshold with the following formula: 
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Threshold = (threshold * 3 + least MSE) / 2 

8.2 Assign the calculated threshold to least MSE if it is greater than the least MSE. 

8.3 If the MSE is less than threshold, stop the training, otherwise, start again from 

step two (2) again until the network stops learning. 

9. If counter is not equal to zero (0), start again from step three (3) until the network 

stops learning. 

A minimal change in the movement of the patterns based on the calculated delta rule is 

signified by the mean squared error rounded off into five decimal places. 
 

4. Experiments and Results 

To test the effectiveness of the proposed stopping criterion, the Fisher’s Iris data set, 

has been used as input patterns to train the feedforward neural networks using the 

standard BP algorithm. This data set is a multivariate data set that contains three different 

classes (setosa, versicolor and virginica). Each class contains 50 instances or patterns that 

describe a certain type of Iris plant. In this data set, each class is linearly separable with 

each other. To avoid over-fitting, the data set was divided into two parts, namely training 

and testing sets. Three experiments were conducted and with different ratios of training 

and testing data set sizes. For the first experiment, 20% of the entire data set was used for 

the training and the rest was for the testing.  The 40% of the data set was used to train the 

neural networks and the remaining 60% was used to test it in the second experiment. And 

lastly, 60% for training and 40% for training. The prediction accuracy of the trained ANN 

using the BP with adaptive stopping criterion in each experiment was then recorded and 

analyzed. 

 

4.1. Experiment 1 

The y axis in Figure 3 shows the mean squared error while the number of epochs 

appears on the x axis. It may be seen clearly that the threshold remains stable at zero. The 

sudden movements of MSE trigger the threshold to increase gradually and reach its peak 

causing the network to stop the learning process at 4,192
nd

 epoch. 

 

 

Figure 2.  Convergence at the Global with 20% of Iris Data Set 
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4.2. Experiment 2 

 

 

Figure 3.  Convergence Curves using 40% of Iris Data Set 

It has been observed in Figure 4 that the threshold remains stable until a sudden 

upswing in MSE triggers the gradual increase of the threshold. The sudden increase of the 

MSE indicates the re-initialization of the network. This re-initialization mechanism allows 

the network to retrain itself and verify if it has already reached its maximum potential to 

learn based on the presented training data set. In this experiment, the standard BP 

algorithm took 11,282 epochs to realize that it already reached its global minima and halt 

the training. 

 

4.3. Experiment 3 

The third experiment proved that the number of epoch increases as the number of 

training set increases and this causes the network to take a longer training time compared 

to the previous experiments. 

 

 

Figure 4.  Convergence Curves using 60% of Iris Data Set 

On contrary, the peak of the threshold in the 3rd experiment achieved the lowest error 

rate increasing the accuracy rate of the networks, as shown in Figure 5. 
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Figure 5.  Distance between the Threshold and best MSE 

For each experiment, the accuracy of the network, trained using the standard BP 

with the proposed stopping criterion, was tested using the corresponding test data 

sets. Figure 6 shows that the size of the training set is indirectly proportional to the 

distance between the threshold and best mean squared error. 

Table 1. Comparison Table using Iris Data Set 

%  

Training 

Set 

 

Total 

Epochs 

 

Threshold 

(1) 

 

Best MSE 

(2) 

 

Distance 

(3) 

Accuracy 

using  

Test Data 

 

20 

 

4,192 

 

0.06 

 

0.05625 

 

0.00375 

 

92.50% 

 

40 

 

11,282 

 

0.03 

 

0.02791 

 

0.00209 

 

95.55% 

 

60 

 

25,344 

 

0.02 

 

0.01855 

 

0.00145 

 

96.66% 

Table 1 clearly shows that the threshold is becoming closer to the global minima 

as the size of the training set increases and a notable significant increase in the 

accuracy rate of the network was also observed. 

 

5. Conclusion 

In this study, an adaptive stopping criterion was developed and tested using a 

multivariate data set, the Iris data set. The data set was divided into two different parts, 

the training and testing data sets, to avoid the problem of over-fitting. Three experiments 

were conducted to evaluate and analyze the effect of the proposed stopping criterion on 

the performance of the backpropagation neural networks. Based on the results of the three 

experiments, the proposed algorithm enabled the neural networks to learn to its maximum 

potential based on the patterns presented on it.  Furthermore, it helped the neural networks 
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to effectively recognize its minimum error rate, thus, allowing it to converge to the global 

minima. 
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