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Abstract 

In this paper, a new joint speech encoding scheme based on compressed sensing was 

proposed.  In this encoding algorithms, the compressed sensing reconstruction and PCM 

(Pulse Coding Modulation) were used for the speech signal encode. For the speech signal, 

the high frequency and low frequency coefficients can be acquired by using the wavelet 

transform based on the lifting scheme. For the details coefficients, using a hard threshold to 

remove the smaller coefficients, the high frequency coefficients are sparse, so the high 

frequency can be reconstructed with the compressed sensing method. Because the length of 

the low frequency coefficients is half of the original signal length, the PCM complex of the 

speech signal can be reduced. Finally, the speech can be approximately recovered with the 

low frequency PCM coefficients and the high frequency compressed sensing reconstructed 

coefficients. The experimental results demonstrate the application effectiveness for this 

encoding scheme in the speech processing fields. 

Keywords: Compressed Sensing, PCM, Wavelet Transform, Measurement Matrix 

1. Introduction 

At present, audio coders based on sparse decompositions have already provided excellent 

compression, and have been used for the MPEG audio coding standards for a long time. 

However, the researchers still hope for a better performance speech encoding technology. 

Recently, an important new theoretical advance in what has been dubbed compressive 

sampling or compressed sensing (CS) have been made [1-4] and has spawned a flurry of 

activity in research on this topic. The theory showed that a signal having a sparse or 

compressible representation in one basis can be recovered from projections onto a small set of 

measurement vectors that are incoherent with the sparsity basis. The groundbreaking work by 

Candes et al. [1] and Donoho [2] showed that such a signal can be precisely reconstructed 

from only a small set of random linear measurements (smaller than the Nyquist rate), 

implying the potential of dramatic reduction of sampling rates, power consumption and 

computation complexity in digital data acquisitions. 

Despite the achievements have been acquired in CS theories, There are even fewer studies 

on the applicability of CS to audio signals, particularly on speech, music or naturally-

occurring signals such as animal calls and environmental sounds. All of these signals are 

usually not sparse and have a large number of non-zero components in whatever basis might 

be used in reconstruction. The CS paradigm was used for audio compression in [5]. Relying 

on some classical techniques to solve the CS problem, such as basis pursuit and orthogonal 

matching pursuit, the method derived in [5] constructs a sparse discrete cosine transform 

representation of the underlying audio signal. At present, there still exists a huge gap between 

the CS theory and applications to audio signals [6, 7]. The researchers hope that the speech 
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encoding method based on compressed sensing can replace the traditional speech encoding 

methods. In this paper, we proposed the joint speech encoding method based on compressed 

sensing and traditional PCM speech encoding method. 

In CS, it includes three main steps: sparse representation, measurement, reconstruction. 

The signal sparse representation is the fundamental premise of CS implementation, so the 

optimal sparse bases of the signals were widely researched [8-12]. For the problem of making 

a sparse representation of an audio signal, we introduce the DWT which can approximate 

smooth functions very efficiently. It can achieve arbitrary high accuracy by selecting 

appropriate wavelet basis, it can concentrate the large wavelet coefficients in the low 

frequencies, and it has a multiresolution framework and associated fast transform algorithms. 

The number of measurements is smaller in compressed sensing, the computational complex is 

lower. The measurement matrix size usually was decided by the length of the signal, so we 

hope that the signal can be shorten with some methods when the signal precision meet the 

demand of some application. For one dimension signal, it well known that the length of the 

low frequency signal can be shorten the half of original signal length when the signal finished 

the one level wavelet decomposition. Considering the signal approximation reconstruction in 

speech encoding, the wavelet transform based on lifting scheme was used in this paper. 

Through adopting the wavelet transform, the high frequency and low frequency 

coefficients can be acquired. Because the high frequency coefficients usually are sparse, it 

can be reconstructed with CS method. In CS reconstruction, the L1-norm optimal algorithms 

were used. For the low frequency coefficients, which have better approximation with the 

original speech signal, they were encoded in PCM (Pulse Coding Modulation).  

According to above analyses, for reducing the computational complex and improving the 

compression, we proposed the new joint speech encoding scheme based on compressed 

sensing theory and PCM technology. Firstly, one level wavelet decomposition of the speech 

signal was finished. Secondly, the high frequency coefficients were reconstructed by 

compressed sensing method, and the low frequency coefficients were encoded using PCM. 

Finally, using the inverse adaptive wavelet transform, the speech signal was reconstructed 

with the encoded low frequency coefficients and the reconstructed the high frequency 

coefficients. 

 

2. Joint Speech Encoding Scheme 

The majority of the literature on CS has been concerned with very sparse signals, and very 

few results have been presented that explore the performance of CS when used with signals 

that are not truly sparse. There are even fewer studies on the applicability of CS to audio 

signals, particularly on speech, music or naturally-occurring signals such as animal calls and 

environmental sounds. All of these signals are usually not sparse and have a large number of 

non-zero components in whatever basis might be used in reconstruction. 

For studying on compressed sensing application in speech codec and further improving 

speech codec performance, the joint speech encoding scheme based on compressed sensing 

proposed by this paper. The codec scheme of the speech can be shown in Figure 1, which 

includes the compressed sensing encoding algorithms and the traditional speech encoding 

algorithms. In order to simplify the research work, the PCM algorithms were chosen as the 

traditional speech encoding algorithm. 

In sender part, for the reduced the signal encoding complex, firstly, the original speech 

finished the one dimension wavelet transform, then the high frequency and low frequency 

coefficients can be acquired. For the high frequency coefficients, these values are usually 

close to zero. Through setting the hard threshold, the high frequency coefficients must be 

sparse, so these coefficients can be reconstructed by compressed sensing methods. In this 
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period, the high frequency coefficients were measured by the random matrix, so the measure 

values can be obtained in the sender. For the low frequency coefficients, according to the 

wavelet transform performance, it was well known that it has the better approximation of the 

original speech. In this paper, the low frequency coefficients were encoded by PCM method. 

Because the length of the low frequency coefficients was shortened, the PCM complex would 

be reduced. 
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Figure 1. The Joint Speech Codec Scheme 

In receiver, based on the measurement of the high frequency coefficients, the high 

frequency coefficients can be reconstructed by using compressed sensing algorithms. In this 

paper, the CVX which is a matlab-based modeling system for optimization was used for the 

reconstructed algorithms in compressed sensing. The reconstructed high frequency 

coefficients were prepared for the input coefficients of the inverse wavelet transform. The 

PCM code of low frequency coefficients can be decoded by using PCM decode, and then the 

reconstructed low frequency can be achieved in the receiver. After the low frequency and 

high frequency were reconstructed, the speech signal can be reconstructed with the inverse 

wavelet transform.  

 

3. Compressed Sensing 

During last three decades, the assessment of potential of the sustainable eco-friendly 

alternative sources and refinement in technology has taken place to a stage so that economical 

and reliable power can be produced.  

The signal reconstruction system based compressed sensing was showed in Figure 2. For a 

signal X of size N , the nth element of the signal vector is referred to as )( nX , 

where Nn ,,1  . Let us assume that the basis ],,[
1 N

  provides a K-sparse 

representation of x : 

x                                      (1) 

Where   is a 1N  vector with K-nonzero elements. Many different basis expansions can 

achieve sparse approximations of the signal, including DCT, wavelets, and Gabor frames. In 
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other words, a signal does not result in exactly K-sparse representation; instead its transform 

coefficients decay exponentially to zero. 
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Figure 2. Signal Reconstruction based on Compressed Sensing 

In the CS framework, it is assumed that the K-largest )( n  is not measured directly. 

Rather, NM   linear projections of the signal vector x  onto another set of vectors 

],[
''

1 M
   are measured: 

 xy                                                 (2) 

Where the vector y ( 1M ) constitutes the compressive samples and matrix )( NM  is 

called the measurement matrix. Since NM  , recovery of the signal x  from the compressive 

samples y  is underdetermined; however, the additional sparsity assumption makes recovery 

possible. 

The sparsity can be used to recover a signal that is a solution of the following minimization 

0
minarg   subject to  y                        (3) 

The minimization (3) is however combinatorial and thus intractable. It is relax by using 1
  

norm 
1

  of the coefficients of x  in  . The recovered signal 
x  is a solution of the 

following convex problem 

1
minarg 


x   subject to y                       (4) 

 

Because M is often much smaller than N, the recovery can be view as a sort of 

compression. After we have solved   from the minimization problem, we can obtain x from 

Equation 1[13]. The L1 optimization problem in Equation 4 can be solved with linear 

programming methods. The CVX software was used in this paper. 
 

4. Wavelet Transform 

Compressed sensing includes three parts: sparse representation, measurement, 

reconstruction. If the signal length is bigger, the measurement matrix size is bigger, so the 

computational complex of the signal reconstruction is higher. For reducing the size of the 

measurement matrix in compressed sensing, we hope that the signal length can be shortened. 

It is well known that the wavelet transforms can concentrate the large wavelet coefficients in 

the low frequencies of the signal, so the high frequency coefficients are small and close to 

zero. The high coefficients were sparse when they were processed by hard threshold, so the 
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high coefficients can be reconstructed by compressed sensing methods, and the signal length 

in compressed sensing is smaller than that of the original signal. 

Wavelet transforms based on lifting schemes [14-16] have achieved large recognition in 

the last years. In general, lifting splits a signal into two sub samples, followed by at least two 

lifting steps, Prediction and Update, which was shown in Figure 3. The implementation 

process was discussed in the following text. 

 

 

Figure 3. Prediction-then-update Scheme 

4.1. The Forward Transform 

To recapitulate, let us consider a simple lifting scheme with only one pair of lifting steps to 

go from level J+1 to level J. 

Splitting: Partition the data set 
1j

 into two distinct data, Sets 
j

  and
j

 . 

Prediction: Predict the data in the set 
j

  by the data set 
j

  and replace
j

 by the 

prediction error: 

jji
P   )(                                     (5) 

Update : Update the data in the set 
j

  by the data in set 
j

 : 

jjj
U   )(

           (6) 

These steps can be repeated by iteration on the 
j

  , creating a multi-level transform or 

multi-resolution decomposition. 

 

4.2. The Inverse Transform 

One of the great advantages of the lifting scheme realization of a wavelet transform is that 

it decomposes the wavelet filters into extremely simple elementary steps, and each of these 

steps is very easily invertible. As a result, the inverse wavelet transform can always be 

obtained immediately from the forward transform. The inversion rules are obvious: revert the 

order of the operations, invert the signs in the lifting steps, and replace the splitting step by a 

merging step. Thus, inverting the three step procedure above results in 

 

Inverse update:       
jjj

U   )(                                   (7) 
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Inverse prediction:     
jjj

P   )(                                   (8) 

Merge:               
1


jjj

                                     (9) 

Through the previous discussion, we know that the adaptive prediction algorithm can be 

reconstructed without using extra additional information. The inverse transform algorithm is 

the inverse process of the forward wavelet transform.   

 

5. PCM 

In order to simplify coding process, PCM was used for the speech signal encoding. Pulse 

code modulation (PCM) is a method of converting an analog message waveform to a digital 

bit stream of l's and 0's. For example, PCM is commonly used in telephone exchanges to 

convert an analog voice signal (300-3400 Hz) to a 64,000 bit per second data stream. Figure 4 

shows the PCM generator. 
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Figure 4. PCM Modulator 

In the PCM generator, the quantizer compares the input )(
s

nTf  with its fixed levels. It 

assigns any one of the digital level to )(
s

nTf  that results in minimum distortion or error. The 

error is called quantization error, thus the output of the quantizer is a digital level 

called )(
s

nTq . The quantized signal level )(
s

nTq  is binary encoded. If
v

q 2 , the encoder 

converts the input signal to v digits binary word. In this paper, the input signal of the quantizer 

is the speech signal, and the sampling process was omitted. 

Figure 5 shows the block diagram of the PCM receiver. The receiver starts by reshaping 

the received pulses, and then converts the binary bits to analog. Because the permanent 

quantization errors were introduced during quantization at the transmitter, the original signal 

)( tf cannot be reconstructed perfectly. The quantization error can be reduced by the 

increasing quantization levels v. This corresponds to the increase of bits per sample (more 

information). But increasing bits v increases the signaling rate and requires a large 

transmission bandwidth. The choice of the parameter for the number of quantization levels 

must be acceptable with the quantization error. Considering the simulation requirements, as 

the PCM generator, in PCM demodulator, the Binary encoder was considered, and D/A 

converter and Low-pass filter were not adopted in this paper. 
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Figure 5. PCM Demodulator 
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6. Experimental Results 

In this paper, the Figure 6 shows the speech signal which was used in experimental process. 

Considering the calculation complex, a part of the speech signal which was shown in Figure 7 

was chosen as the test signal, and the length of the test signal is 1024. 

According to the joint speech encoding scheme proposed by this paper, the test speech 

signal finished the wavelet transform firstly. Using the (5, 3) wavelet transform scheme in 

this paper, one level wavelet decomposition for the test speech signal is shown in Figure 8. 

The left part corresponds to the low frequency coefficients and the right part the high 

frequency coefficients. We notice that there are not some large high frequency coefficients. 

This illustrates that the wavelet coefficients have better distribution, i.e., no large coefficients 

in the high frequencies and the energy is concentrated in the low frequency.  For the joint 

speech encoding method, the low frequency and high frequency coefficients must be encoded 

separately. The following text discussed respectively the low and high frequency coefficients 

encoding. 

For the high frequency coefficients, the compressed sensing methods were used for the 

signal reconstructed. As we can observe in Figure 8, the high frequency coefficients of the 

speech signal are not sparse in the frequency domain. Considering the signal must be sparse 

in compressed sensing, the high frequency coefficients are thresholded. When 0.013 was 

chosen as the threshold, the high frequency coefficients which were shown in Figure 9 are 

sparse. In compressed sensing, the CVX software was used for signal reconstruction, and then 

Figure 10 shows the reconstructed high coefficients. By comparing the figure 9 and figure 10, 

we known that the high frequency coefficients can be reconstructed perfectly. 

The Figure 11 shows the low frequency coefficients, which was encoded with the PCM 

methods. In PCM, the numbers of quantization levels are 32, so the each quantization code 

can be represented by using 5 binary digits. Figure 12 presents the quantization out of the 

Speech signal PCM. 

If the signal was encoded by PCM, the encoding quantization output was shown in figure 

13. Based on the joint speech encoding scheme proposed by this paper, the signal was 

reconstructed, which was illustrated in Figure 14. In order to objectively evaluate the quality 

of reconstructed signals, the SQNR (Signal to quantization noise ratio) can be calculated by 

the following equation. 

)
)

~
(

)(
log(*20

xxnorm

xnorm
SQNR


        (10) 

Where x is the original signal, and x
~  is the reconstructed signal.  If the signal was encoded 

by PCM method, SQNR is 26.3538.  If the signal was encoded using our methods, SQNR is 

25.5858. 

Otherwise, because the quantization levels is 5, each quantization value can be encoded 5 

binary digits, so the signal encoded by PCM are 1024*5/8=640Byte. Because the half of the 

signal was encoded by PCM in our method, the PCM encoded code are 512*5/8=320Byte. In 

compressed sensing reconstruction processes, the measurement value is 30. If each 

measurement value was encoded using 8 binary, the data is 30 byte. Therefore, the encoded 

data is 320+30=350Byte, then the encoded data can be reduced 45.3%. 

In this paper, the one level wavelet transform was finished, if the wavelet transform levels 

increased, the encoded files can be further reduced. Of course, the signal code qualities need 

to be reevaluated. The simulation results demonstrated that the joint speech encoding scheme 

based on compressed sensing proposed this paper can acquire better reconstruction 
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effectiveness and compression ration, and this speech encoding scheme can meet the demand 

of the speech signal reconstruction quality. 

 

7. Conclusion 

We know today that most of existing works in CS remain at the theoretical study. In 

particular, the implementation processes in compressed sensing have high computational 

complex. This paper presented the joint speech encoding scheme based on compressed 

sensing which can reduce computational complex and improve compression quality.  The 

effect of the wavelet decomposition levels on the algorithms need to be further discussed in 

the future.  

 

 

Figure 6. The Original Speech 

 

Figure 7. The Test Speech Signal 
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Figure 8. One Level Adaptive Wavelet Decomposition of the Speech Signal 

 

Figure 9. Sparse High Frequency Coefficients 
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Figure 10. Reconstruction Sparse High Frequecny Coefficients 

 

Figure 11. The Low Frequency Coefficients 
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Figure 12. The Quantization Output in PCM for the Low Frequency Coefficients 

 

Figure 13. Quantization Output in PCM for All Speech Signal 
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Figure 14. The Joint Codec Output for all Speech Signal 
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