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Abstract 

The purpose of this paper is real time forest fire detection system on changing of the 

background and the foreground. This study is focused on easy case between Hardware and 

software, and made up widely used methods as a basis for each step. First step is a process 

for detecting targeted forest fire by using HSV color space. On second step, adaptive 

threshold used for more accurate and intuitive representation on forest fire area. And third 

step labeling used for distinguishing the target area. Final step, histogram back-projection 

used for processing exception situation. By using proposed a method in this study, stable 

operation and more reliable method is prove by simple experiments on detecting of the 

foreground. 

Keywords: exception processing, simple system, color space, histogram back-projection, 

forest fire 

1. Introduction 

Image processing in the current age is a technology which is used in all fields. It is also 

widely applied in facial detection and recognition tasks, improving the quality of color images 

and medical images and enhancing document processing procedures, video summarizing, 

factory automation processes, content-based image searches, security issues, and disaster 

monitoring systems. The present study focuses on disaster monitoring systems.  

Due to the characteristics of Korean geography, with the many mountainous areas in the 

country, the distribution and ratio of forested areas are very high. Table 1 shows the five-year 

statistical data of forest area ratios for seven cities and nine provinces in Korea [1]. 

Table 1. Statistical Forest Area Ratio Data for Five Years 

Total 

administrative 

district 

2006 

Year 

2007 

Year 

2008 

Year 

2009 

Year 

2010 

Year 

Total (%) 64.1 64.0 63.9 63.8 63.7 

 

As shown in the Table 1, forest areas are decreasing, but forests continue to cover more 

than the half of South Korea.  

One instance of major damage caused by a forest fire was damaged in the amount of KRW 

2.344 billion caused by a fire in Gangneung on March 29th 1998. Other examples are KRW 

685 million in damage by a fire on the eastern coast on the same day, which also caused two 

deaths and 15 injuries; damage amounting to KRW 1.001 trillion by a fire on the eastern coast 

in 1999; and a total bill of KRW 23 billion by a fire in Yangyang in 2004. Thus, forest fires 
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do not occur as often as general fires, but when they do occur, they are difficult to extinguish 

and typically incur high human and material costs [2]. In addition, several disaster detection 

systems are implemented, but each one is tailored to fit for constraints in the environment of a 

city or a non-residential (relatively few constraints of installing a sensing device in a small 

size and location), location and area (simplifying the size of the sensing device in 

mountainous areas), cost, etc.., also considered for efficiency. 

Based on considerations, this system (software + hardware) aims to create for less expensive 

cost, adaptive to the mountainous area and to gain reliable sensing information from 

adaptively processing variables that cause for changing of the external environment (wind), 

first, the method of this study described explanation of the obtaining reliability by adding 

processes for software methods and exception conditions. This paper is organized as follows. 

In section 2, used theory is introduced. The proposed method for handling exception is 

described in section 3. The experimental results and processing speed are given in section 4. 

Finally conclusions and the future research direction are discussed. 

 

2. Related Research 

2.1. HSV Color Space 

Something that cannot be left out in image processing is known as the color space. The 

frequently used color spaces include the CMYK color space, the RGB color space, the CIE 

color space, and the HSV color space. Each of these color spaces was developed and is used 

according to the service environment. For example, the most frequently used color space, 

RGB, has equal values for each lighting component of R, G, and B. For this reason, it is not 

used in complicated backgrounds with extreme changes in lighting. From these color spaces, 

HSV is the most similar to the visual system of humans; it is strong against light intensity and 

was formulated to provide a more intuitive color designation method for the user. The HSV 

color model was used to process the color space. 

 

 

Figure 1. RGB and HSV Color Space Structure 

Figure 1 in HSV, H stands for Hue, S for Saturation, and V is for Value. Hue is expressed 

as the angle of rotation around the vertical axis, with a value ranging from 1 to 360. 

(Complementary colors are located at 180° on the opposite side, with each becoming a 

complementary color when an angle of 180 is added.) Saturation has a value from 0 to 1 (in 

most software, it is expressed as 0~100%) and saturation becomes closer to 0 (0%) as it 
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becomes closer to the central axis and closer to 1 (100%) as it moves away from the central 

axis. It has a value ranging from 0 to 1 (0%~100%) from the vertex of the cone to the 

uppermost layer. Therefore, when V=1 (100%) and S=1 (100%), each color becomes a pure 

color, while when V=1 (100%) and S=0 (0%), the color becomes white [3]. 

 

2.2. Threshold and Adaptive Threshold 

When performing various image processing tasks, there are cases in which only pixels with 

a higher value than a threshold are left while the remaining pixels are ignored (though 

opposite cases exist). In these cases, a threshold is used to obtain results that are closer to the 

target.  

The mechanism is as follows. The threshold value is pre-designated, and when the pixel 

values in the image are given, they are compared to the designated threshold values to 

perform the given operation. When this threshold value is used, the object image detected 

based on the color space can be shown more clearly and is thus easier to detect. However, 

threshold values are a result obtained after assigning a certain value to the image pixel 

irrespective of the external environment. Therefore, such a value has the disadvantage of 

being less adaptive. For this reason, threshold values are used. This method is an improved 

form of the existing threshold value method. The basic concept is identical to that of the 

threshold value method, but the distribution of the surrounding pixels is analyzed to designate 

the threshold value adaptively. Therefore, it is helpful when lighting or light rapidly changes, 

is reflected, or is weak [4].  

 

 
(a) Original image                                 (b) HSV color space processed image 

 

 
  (c) Threshold processed imag      (d) Adaptive threshold processed image 

Figure 2. Comparison of each Processed Image 

Figure 2 (a) shows the original image, and Figure 2 (b) shows the image after conversion 

of the HSV color space based on the original image. In addition, (c) and (d) show the 

threshold value and adaptive threshold value, respectively. The faint detected area in the 

bottom right area in (b) is not detected in (c) but is clearly detected in (d). Therefore, it is 

clear that an image processed with adaptive threshold values shows better results. 

 

2.3. Labeling 

‘Labeling’ simply refers to differentiating certain areas of pixels, which are the basic unit 

in an image. For example, in a forest fire image, if the area wanted by the user is the area 

where the fire exists or an area where there is smoke, this technique is used to detect or 

differentiate such areas. Figure 3 shows the most basic labeling process. In the traditional 

method, *symbol indicates areas that are not yet scanned. All of the colored space is the 

desired object detected using the HSV color space. Scanning moves from top to bottom and 
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left to right, and two scanning methods are used. A four-neighbor connection assumes that 

only the pixels above, below, right, and left of a particular pixel are connected, while the 

eight-neighbor method assumes that even the pixels located diagonally are connected. This 

paper selected four-neighbor connection method for making the best use of Intuitive area. 

 

 
(a) Start                                        (b) Step 1                                      (c) Step 2 

 

 
(d) Step 3                                      (e) Step 4                                  (f) Final result 

Figure 3. Materialization Stage of Labeling 

Figure 3 (a) starts from the starting point and gives detected areas a number in order while 

scanning via the method explained above. When process 4 in Figure 3 (e) and the final results 

of Figure 3 (f) is examined, the pixels designated as number 2 and 3 respectively change to 

number 2 in the final results. This groups the vaguely detected number 3 with 2 to show more 

intuitive and accurate results. 

 

 

Figure 4. Method of Storing Labels in an Equivalent Table 

The grouping method uses an equivalent table. If a random pixel in Figure 3 is defined as 

label 1, there are no other surrounding pixels to be defined according to the four-neighbor 

connecting method. Hence, it is defined as label 1 in the equivalent table, and this continues 

for label 2. Then, in the next line when label 3 is defined, label 2 is designated next to it. Thus, 

in the equivalent table, it designates the smaller value of label 2 from the labels neighboring 

label 3. Figure 4 shows how labels are designated in the equivalent table [5]. 
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2.4. Histogram Back-projection 

Most of situations don't maintain same situation, and irregular situations occur almost 

100%. Same situations occur on proposed system from this paper, and it is difficult to process 

exceptions [6]. From proposed system, irregular situation occurs on the Figure 5 - 318frame. 

 

 
(a) Irregular situation frame (318)                        (b) Irregular situation frame (325) 

 

 
(c) Irregular situation frame (332, 340, 392) 

 

 
(d) Irregular situation frame (394, 396, 400) 

Figure 5. The Example Images of Exceptional Situation 

 When plain sprays fire-extinguishing chemicals that have similar color with forest fire, 

system misrecognizes to forest fire like Figure 6.  
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(a) Original image and result image (318, 325 frame) 

 

 
(b) Original image and result image (332, 340 frame) 

 

 
(c) Original image and result image (392, 394 frame) 

 

 
(d) Original image and result image (396, 400 frame) 

Figure 6. Exceptional Situation of Processing Result Image 

Histogram back-projection used for processing irregular situations. And histogram back-

projection needs the histogram information for original image, necessary object and area. 

Correlation, which basic method during a number of ways, used for comparing methods of 

two information [7-8].  
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(a) Original image and histogram back-projection image (318, 325 frame) 

 

 
(b) Original image and histogram back-projection image (392, 394 frame) 

Figure 7. Back-projection Images Using Histogram in Exceptional Situation 

 
(a) Original image and patch histogram back-projection image (318, 325 frame) 

 

 
(b) Original image and patch histogram back-projection image (392, 394 frame) 

Figure 8. Back-projection Images Using Patch Histogram (the brightest area = 
detection area) 

On Figure 7, histogram back-projection is no special function. But when histogram back-

projection method uses patch, it shows better advantage like Figure 8 than Figure 7. This 

method is, after analyze the wanted area (object) from pre-treated in the interest area 

(labeling), it is method to recognize highest similar area from the hole area. This is method 

use all pixels from wanted area, not one pixel. It recognizes characteristic (color information, 

object location, probability distribution, etc.) of the histogram and also texture, etc. so these 

information use for detecting more accurate area and object [9-11]. 
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Figure 9. Block Diagram of the Proposed Method 

3. Proposed Method 

3.1. Environment 

As mentioned in the introduction, in fact, considering the incidence of fire and monitoring 

range, former disaster prevention system focus on highly cost-effective for forest fire 

detection system. Unlike center of a city, several environmental variables exist in 

mountainous area. So the forest fire detection system needs low-cost, high-efficiency and 

accurate tracking system (required needs, simple installation and distinct detection ability 

even under exceptional situations).  

The target in an environment that has a lot of variation, also installation should be simple. 

Urban areas are easy to monitor and maintain. But mountainous terrain is hard to granular of 

the monitored area and the install limitation on size of monitoring device. Because 

mountainous terrain is much too wide. In this paper the examples screen flicker and exception 

processing by winds among several environmental factors [12]. 
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3.2. Proposed System 

To realize a simple (high expandability in terms of hardware, but with less processing 

required by the software) and the adaptive system, the constructed algorithm was intended to 

be very simple. To achieve the desired purpose, the method shown in Figure 9 is suggested. 

First, when the image is inputted, Gaussian blurring is performed as a preprocessing step to 

minimize noise. Then, through an image transformation process, the basic color space of 

RGB is converted to HSV, with image improvement subsequently performed with adaptive 

threshold values to heighten the degree of adaptation to the intensity and reflection of the 

lighting or light. Finally, after implementing final results by using labeling for detecting 

necessary area, histogram back- projection used for processing the exceptional area. 

 

4. Realization 
 

 

 

Figure 10. When the Whole View and Background are Moving Together 
(shaking of camera, 5 frame intervals) 

To aiming at adaptability (Camera (screen) shake, exception situation), this paper was used 

more shade video than other video. 
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Figure 11. The Resulting Images Using the Proposed System (318~400 frame, 
green circle = detection area) 

Table 2. Performance Evaluation of Proposed System (processing speed) 

Time / sec Average processing time Frame Frame Processing speed / 
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/ sec rate sec 

0~1 0.028078 24 fps 1 0.032604 

1~2 0.028075 24 fps 2 0.042849 

2~3 0.028082 24 fps 3 0.028127 

3~4 0.028086 24 fps 4 0.028642 

4~5 0.028076 24 fps 5 0.028372 

5~6 0.028085 24 fps 6 0.028220 

6~7 0.028099 24 fps ︙ ︙ 

7~8 0.028108 24 fps 284 0.028889 

8~9 0.028101 24 fps 285 0.028851 

9~10 0.028115 24 fps 286 0.028923 

10~11 0.028128 24 fps 287 0.029367 

11~12 0.028123 24 fps 288 0.028962 

Total average 

processing time 
0.028096  

Total average 

processing time 
0.030106 

Table 3. In Exceptional Situation, Processing Speed of Each Frame (eight 
frames) 

Number Exception frame Processing speed / sec 

1 318 14.230663 

2 325 14.594817 

3 332 14.227917 

4 340 15.016344 

5 392 14.194520 

6 394 14.248581 

7 396 14.322691 

8 400 14.257537 

︙ ︙ ︙ 

 

5. Conclusion and Directions for Further Research 
Figure 10 and Figure 11 show, it is detected reliably on determined area. Table 2, so 

simple hardware was comprised of average of the processing speed in 12 seconds based on 24 

frames per second and the average about 0.03, the processing speed on each frame. And it is 

possible to process in real-time. 

The experimental results show the used image had based daytime that effect on brightness, 

also hard to recognize, the video had shaking image, the background and foreground blur 

rapidly changed (see Figure 10/ Top side) [13]. 

Target area was Fast and reliably detected from shaking image base on color space without 

difference image technique (unusable image to rapidly change in each frame of image), one 

of the basis object detection methods. Like Figure 11 (upper left), first irregular situation 

frame from patch of forest fire use for gaining reliable result by processing other irregular 

situation frames. And also, when irregular situations occur from 318~400 frame in Figure 11, 

wanted area reliably detected on frame. The reason of this result is utilization of forest fire 

texture information, like the probability information or color information.  

However like Table 3, method has disadvantage that can't apply real-time cause of high 

computation instead have high reliability. The most needed improve point is Modified and 

supplemented for real-time in this system. Based (one chip processor) on micro controller, 
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hardware operates without problems. Additional elements (detection of other targeted area, 

etc.,) are implemented besides forest fire detection system by later study. 
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