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Abstract % 6
I ap

Network coding is an emerging approach which is ¢ |reless networks
to improve network throughput and other performm wev |Ie ad-hoc wireless
networks, because of dynamic network topology, rk c y not improve network
throughput if destination nodes fail to retrievg™Qriginal % due to lack of necessary

information to decode coded packets. In, thj er, wé ose a Network Coding based
Reliable Multicast Routing Protocol, call @AP in ad-hoc wireless networks. Our
atur

proposed CRMP has the following n@ builds a stable mesh structure to
improve coding and decoding 0 p ies, |§ s random linear network coding to

simplify coding algorithm, iii) 4 ocal route\pepairing mechanism to prevent decoding

failures caused by local route brea CRM specially well-suited for reliable, high speed

multimedia applications. Thé/pgrform ur proposed CRMP is evaluated via different

scenarios. The results sh t CRM rforms previously proposed multicast routing.
Keywords: Mobi oc wwﬂéi networks, multicast routing, stable mesh structure,

linear network ecodin local route repair

1. Introduct

Network codlng is ing conceptlon which is first proposed in [1]. It is a highly
efficient transmis chnique which has fundamentally changed the way how data
packets are deliv in communication networks. Unlike traditional store-and-forward
packet deIi%technique, network coding implements store, code, and forward
approach, e each node stores incoming data packets in its buffer, combines
mforma@ different data packets when coding condition appears, then sends coded
pa ’@ is proved in the literature that network coding allows the communication to
achle igher throughput.

Prior works in network coding can be classified into three categories such as
theoretical approaches [1-3], testbed approaches [4-6], and simulation approaches [7-
11]. The theoretical approaches extend information theory in wired networks for
wireless networks to calculate bound values of network throughput and end-to-end
delay. Testbed approaches use implementations and experiments with specific hardware
devices to demonstrate the throughput gain in practice. The simulation approached
design and evaluate network coding protocols or network coding based routing
protocols. This paper belongs to the third category.

The rests of this paper are organized as follows. In Section 2, we present previous
network coding based routing protocols in mobile ad hoc wireless networks. In Section
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3, the benefits and challenges of network coding are discussed. In Section 4, we
describe in detail our proposed network coding based reliable multicast routing protocol.
In Section 5, we evaluate its performance in different settings network parameters and
compare with (i) ODMRP [12], a traditional multicast routing protocol without network
coding and (ii) CodeCast [7], a previously proposed network coding based multicast
routing protocol. Finally, Section 6 concludes the paper.

2. Related works

In this section, we will give a brief survey of previous works on designing and
evaluating network coding protocols by using simulation method. In [7
coding based ad hoc multicast protocol, called CodeCast, is propose
CodecCast suffers from decoding failure because of link break due to % at will be
mentioned in Figure 1(a). The authors in [8] use both oppottunistic ng.and network
coding to improve network performance. Since link’s ﬁmetnc’%ﬁteiner tree are

used in [8], it requires a lot of control overheads to onnectivity. The

authors in [9] apply network coding to redu yerall o |n multicast data
delivery. Then, a hierarchical network topology $=uSed t |th scalability issue in
large scale mobile ad hoc networks. In [104§9e autho rove the performance of

y appf %/\/Ot‘k coding to Join Request

ODMRP by applying network coding. T
packets. Thus, the coding efficiency |s igh. In multicast routing protocol for

network coding (NCMRP) is propos br|n | ork coding into multicast with a
few minor changes to the prot et fo% f distance vector multicast routing
protocol (DVMRP). The bas'»&&a of NC that the source finds multiple disjoint
paths from the source to each tlcast atlon node, and the multicast topology is
deployed for network n these previous works no algorithms to
construct robust ne w@pology t node mobility as well as no mechanisms to
prevent network de)c\$1 failurgs\at multlcast destination nodes due to node mobility
are mentioned otlv y all issues in previous works, in this paper we
propose a pra Network,Coding based Multicast Routing, called CRMP for short, in
mobile ad-hoc weles@orks with a stable network structure, a novel packet
coding—and—forwardin sion, and a local route repairing mechanism to improve
network throughpu reducing network congestion for route maintenance.

3. Backg xmg nd Motivations

3.1. The B@l of Network Coding in Multicasting

coding helps to reduce the number of data transmissions (i.e. network
con n) in multicasting, especially in vulnerable network topologies such as mobile
ad-hoc wireless networks. First, let us illustrate how network coding can reduce
network congestion during packet transmission by using Figure 1(a).

Source node S wants to multicast two data packets P; and P, to destination node D,
and D,. Without using linear network coding, a total of 10 transmissions are needed as
in Figure 1(a). By using linear network coding, source node S can also multicast the
same two data packets to D; and D, as follows. Firstly, source node S sends two
linearly combined packets. Then, if each forwarding node receives two different
incoming packets it will recombine those packets with different coding coefficients.
Otherwise, it simply forwards the previously received code packet. Destination node
can retrieve data packets P1 and P2 if they receive two coded packets with linear
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independent coefficients. In summary, with network coding, a total of 6 transmissions
are needed compared with 10 transmissions in the case of without linear network
coding.

[ ]
2
Q b
Figure 1. The Benefits of Network Codin Multi outing during (a)
Packet Transmission and (@acket Retrgnsmission

Second, we will illustrate how netw .r)}@ing can r&ace network congestion during
i r&‘j b).

packet retransmission by using F Swg(s)node S wants to multicast four
packets P;, P,, P3;, and P, to t re&etinati % s D1, Dy, Ds. Due to link quality
problem caused by node m% d netwo ongestion, destination nodes cannot
receive all four packets. For exaffiple, smﬁode can only deliver data packets to each
destination nodes with d ry pr of 50%. Since packet reception at each
destination node is ind ent, ea?&ination node receives different packet as in
Figure 1(b). Withoﬂ\' ork coding, Source node S has to sequentially send all four
packets again (i.e or Dl\d%, P, for D3, P; for Dy, and P, for D,) so that all
destination ngdes receive ur packets. However, if network coding is used,
ust nee @ansmit two linear combinations, e.g. P, = Py + P, + P53 +

source node S

P,and P, = P; + 2P, 3 + 4P,. After receiving those two coded packets, destination
nodes can retrieve/miSsing packets, saving the source nodes two transmissions.

3.1. The Ch%@e of Network Coding: Decoding Failure

We o an important fact that in dynamic networks like mobile ad-hoc networks
net ding may not increase network throughput or may degrade network
perf nce if multicast destination nodes may not receive enough coded packets to
retrieve original packets. Let us illustrate that issue by using Figure 2.

Due to node mobility, the wireless link FG3-D; is broken. Thus, destination node D,
cannot receive two linearly independent coded packets to recover data packets P; and P,.
This issue can be solved with local route repairing mechanism in our proposed network
coding based reliable multicast routing.
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Figure 2. The Impact of Route Break on the P, ﬁan@near Network

Coding

4. The Proposed Network Coding base@elia.ble I\mtlcast Routing

In this section, we present in detail hitecture@ur proposed network coding
based reliable multicast routing, calle P, i@ncludes the format of data packet
and step-by-step routing and codin rithny:

4.1. Packet Format o

Our proposed network c@mg bas le multicast routing protocol inserts coding
header in each codedqa\@acket as i ure 3.

\ 8 bits
Route Request (RREQ AN
i - D il @ Multicast ID
Multicast % ¥ Node’s s | Sequence MAC Header

ID Mogility ] | Lifetime Number Batch ID CRMP Header

Multicast | Prehop Src ID (512Kb)

ID ID _ Sender ID
Multicast { Dest_1 ID
receivers

8&, IDs

Q) (@) (b)
Figé;e 3. The Format of (a) Control Overheads and (b) Data Packet in our
Proposed Network Coding based Multicast Routing Protocol

Hop Q\I Cod Batch Size
ode
RouteRply|(RREP) ¢ ield consists of 8 bits) vector {[cifeca] . Coded Data
est
ink info

Multicast ID is the identified number of each multicast group. To perform linear
network coding, source node divides data packet stream into batches. Each batch
contains M data packets. Batch Size is set to M which can be changed. A data packet py
is said to be in the batch (Batch ID, Batch Size) if Batch ID <k <Batch ID + Batch Size.
Code vector has vector size equal to the value in Batch Size. All elements in code
vector are random integer values from 1 to 9. Src ID is the ID of source node in
multicast group. Sender ID is the ID of node sending the data packet. The list of
multicast receivers’ IDs is also specified in code header.

272 Copyright © 2014 SERSC



International Journal of Multimedia and Ubiquitous Engineering
Vol.9, No.7 (2014)

4.2. Network Coding based Reliable Multicast Routing Protocol

Our proposed network coding based reliable multicast routing protocol establishes
mesh structure as in ODMRP [12] to exploit spatial diversity of forwarding nodes in
mesh, which helps to improve coding and decoding opportunities. We also apply our
previous work [13] to provide stable mesh structure for better network coding
performance. Moreover, a local route repairing mechanism is used to prevent decoding
failure at multicast destination nodes. Figure 4(a) illustrates the basic concept of our
proposed CRMP while Figure 4(b) presents the algorithm to prevent decoding failure at
multicast destination nodes. As we can see in Figure 4(b), CRMP can repair local route
breaks by using Route Expore (RtE) packet and Route Construct (RtC) ‘Packet’ to
prevent decoding failure at destination node. RtE and RtC have the sa%r at as
RREQ and RREP, respectively, except that their TTLs are set to two s{to prevent
them from flooding throughout the network.

<

O Lorigl’nafpacketsi%\Q E
3&3&8'&&%&

@ LI 4 S
Figure 4. The Form a) Co @verheads and (b) Data Packet in our
ProposedN\\%rk C‘o%'x sed Multicast Routing Protocol
The followin

source node,
network coding

QW charts jgure 5 show in detail how network coding operates at
mediate~nodes, and multicast destination nodes in our proposed
t routing protocol.

Next, we will pre tep-by-step routing and coding algorithm of CRMP with

decoding failure a ss as follows:

e Step 1: Initialty, source node sends Join Request (JREQ) packets with its mobility
informggg throughout the networks. Upon receiving JREQ from source node,
intem tate nodes will extract mobility information of source node to calculate link
li of the wireless link between it and source node. The detailed algorithm and

ematical expression for link’s lifetime calculation is presented in detail in [13].
en, intermediate node updates Node’s Mobility and Link’s Lifetime in JREQ packet
with its mobility information and its link lifetime time, respectively, and forwards this

JREQ to other intermediate nodes.

e Step 2: If an intermediate node receives JREQ from previous intermediate node, it
performs the same steps as above. If the latest link’s lifetime is longer than the
previous one stored in its Routing Catch, it will update the Routing Catch before
forwarding this JREQ. Otherwise, it does nothing.
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Received data

packet
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packet
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Flush Old batch
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nnovative~_0
packet?

Code M original
packets in batch

y
Insert Src ID,
receivers’ 1Ds

v

Send coded
packet
Figure 5. Flow«C QJof Coding Algorithm in our Proposed Network
Coding bas Iticast Routing Protocol at (a) Source Node, (b)
Intfr ate N% nd (c) Multicast Destination Node

e Step 3: mul @estination nodes receive JREQ, they will send Join Reply
(JREP) to source ia the most stable paths among available paths. The forwarding
nodes on stabl form robust mesh structure to deliver data packets from source
node to multi stination nodes.

o Step 4:.When Source node receives JREP packet, it sets route refresh interval based on

Weakes; ik information and splits original data packet stream into batches with M

Decode batch and
put to upper layer

pac each batch. After sending M packets in a batch, source node increases Batch
‘* e next batch. All data packets in a batch will be multiplied with random integer
icients called elements of code vector to create a coded data packet.

e Step 5: Every time forwarder receives coded data packet, it will check Batch ID in that
packet to check whether it is from new bath. If yes, it flushes all packets belonging to
old batch in its buffer. Otherwise, it checks if that packet is innovative packet or not. If
an innovative packet (i.e., a coded packet having the same Batch ID but linearly
independent coding coefficients with previous coded packets) is received, it will be
stored in forwarder’s buffer to be coded with other packets. If not, it will be discarded.
After a specific time, forwarding node will combine coded packets together with random
coding coefficients.

e Step 6: When multicast destination nodes receive coded packet, it performs the same
steps as forwarder nodes. However, if the number of received coded packets with the
same batch size equals to the number written in Batch Size field of data packet,

274 Copyright © 2014 SERSC



International Journal of Multimedia and Ubiquitous Engineering
Vol.9, No.7 (2014)

destination node will decode those coded packets to retrieve original packets and put
them to upper layer. If destination node cannot decode the packet due to lack of coded
packets, a process of sending RtE and RtC is triggered to create additional path for
delivering coded packets to multicast destination nodes.

5. Performance Evaluation

To evaluate the performance of CRMP, we implement CRMP by using OPNET with
the following settings: there is one multicast group with one source node and varying
number of multicast destination nodes; members join the multicast group at the
beginning of simulation and remains as members during the simulation; so@ode

begins to send coded data packets right after it receives the first JREP t and
continues the sending of coded data packets throughout the S|mulat|0n iable number
of mobile nodes randomly placed in 1000mx1000m netwiork area; |on time is
300 s; transmission range is 250 m; 802.11 MAC; da ket si 12 bytes; data

packets are transmitted with constant-based-rate_gQ ,ﬁ, aCke ile nodes move
with Random Waypoint mobility; pause time is om 0~10 s; varying
maximum speed (5, 10, 20, 40, 60 km/h). Ea cenar imulated 5 times with
different node mobility and number of multl@membe% . The average values are

plotted in the graphs.

—&— CRMP-2pk
—O— CodeCast-2pk
—&— ODMRP
70 T T Il
5 10 20 40 60
% Node mobility (km/h)

e 6. Packet Delivery Ratio (PDR) as a Function of Node Mobility

Figure 6 shows the packet delivery ratio (PDR), i.e. the ratio of the number of packet
received by multicast destination nodes to those generated by source node, as a function
of node mobility. Number of multicast member nodes are 3. As we can see in Figure 6,
the proposed CRMP has higher PDR than CodeCast and ODMRP, especially when node
mobility is high because of enhanced stability of mesh structure and an algorithm to fix
decoding failures as mentioned above.
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Figure 7. Packet Deivery Ratio (PDR) as a @i n of ex%ber of multicast
member no x

Figure 7 shows the PDR as a function e numb@ multicast member nodes in

networks which also refer as the s y of Anulticast routing protocols. Node
mobility is 40km/h. As we can N CRMP has significantly higher
scalability than CodeCast an P as i' mber of multicast member nodes
increases. The reason is tha P uses lineaPnetwork coding together with optimal
route refresh interval to reduce networ estion. CRMP also has a mechanism to
prevent decoding failure'& Il mul estination nodes.

—e— CRMP-2pk

—6— CodeCast-2pk
—A— ODMRP
0.2 !
20 40 60

Node mobility (km/h)

Figure 8. Normalized Number of Control Overheads as a Function of
Node Mobility

Figure 8 shows the normalized number of control overheads as a function of node mobility. The
number of multicast member nodes is 3. The normalized number of control overhead is defined as the
ratio of the total number of control overheads, i.e. JREQ, JREP, RtE, RtC, to the number of data
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packets received at multicast receivers. As we can see in Figure 8, since source nodes in ODMRP and
CodeCast flood JREQ periodically (every 5s in our simulation) to update mesh structure, the
normalized number of control overheads is independent of node mobility. Therefore, it may waste
network resource when mesh structure is stable when node mobility is low. However, source node in
our proposed routing protocol adaptively selects routing update interval to remarkably reduce the
number of control overheads, especially JREQs in the network. Although our proposed multicast
routing uses additional control overheads, i.e. RtE and RtC, to deal with decoding failure at multicast
destination nodes, the normalized value of control overhead is still lower than those of ODMRP and
CodecCast.

Normalized number of control overheads

[| —6— CRMP-; 2pk

—6— CodeCas D @
—h— ODMRP/

3 9
mberofmultl stipel ernodes

Figure 9. Normallzed mber of %ol Overheads as a Function of the
r of st Member Nodes
Figure 9 shows t » allze ber of control overheads as a function the number

of multicast odes moblllty is 40km/h. As we can see in Figure 9,
normalized numbgr” of c verheads decreases when the number of multicast
member node creas%g)use there are more multicast destination nodes in the
network. In our prop ulticast routing, additional control overheads, i.e. RtE and
RtC, are used to mdecoding failure as multicast destination nodes. Thus, the
decreasing rate ol@ﬁormalized number of control overheads is not as high as those of
ODMRP a odéCast. However, normalized number of control overheads is still
lower than&! of ODMRP and CodeCast due to the remarkable reduction of the
number&) Qs flooding in the network.

Figur shows the drawback of CRMP, the average end-to-end delay. As we can
se@igure 10, the end-to-end delay of multicast routing protocols with network
coding such as CRMP and CodeCast is higher than multicast routing protocol without
network coding such as ODMRP. In CRMP, the increase of average end-to-send delay,
which also happens in CodeCast, is unavoidable because at each forwarding node it
takes time to collect enough appropriate packets to be coded together. However, the
gain from the numbers of original packets in coded packet will compensate this
drawback as the number of original combined in coded packet increases.
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Figure 10. Average End-to-end Delay
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Fig 6@ The Number of Duplicated Data Packet as a Function of the
Number of Multicast Member Nodes

Fig;re 11 shows the number of duplicate data packet as a function of the number of
multicast member nodes with node mobility of 20km/h. As we can see in Figure 11,
CRMP generates significantly lower number of data packet transmissions than ODMRP.
As the number of multicast member nodes increases, the gap in the number of duplicate
data packet of our proposed CRMP and ODMRP is larger. CRMP has moderately lower
number of data transmissions because it can reduce the number of forwarding node by
using optimal route refresh interval calculated from the information of node mobility in

the network.
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6. Conclusion

In this paper, we propose a robust Network Coding based Multicast Routing, named
CRMP, in mobile ad-hoc wireless networks. Firstly, a stable mesh topology is
established to provide reliable packet delivery from source node to multicast destination
nodes in dynamic network topologies as mobile ad-hoc wireless networks. Secondly, we
apply linear network coding to forwarders in mesh. By applying linear network coding
only to forwarders in mesh topology, we exploit spatial diversity to improve coding and
decoding opportunities. Third, each forwarder checks coding and decoding opportunity
carefully instead of blindly code packet together. Finally, a local route repairing
mechanism is used to prevent multicast destination nodes from decoding fa&)The

simulation results show that the performance of our proposed network c based
multicast routing protocol outperforms those of CodeCast and ODMRP
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