International Journal of Multimedia and Ubiquitous Engineering
Vol.9, No.7 (2014), pp.1-14
http://dx.doi.org/10.14257/ijmue.2014.9.7.01

A New Similarity Measure with Deformation Detection of Visual
Salient Regions for Image Retargeting

Canlin Li, Fubao Zhu and Rijian Su

School of Computer and Communication Engineering, Zhengzhou University of Light
Industry, Zhengzhou 450000, China

Icl_zju@aliyun.com x)-
Abstract Y’

Measurement of image similarity is a fundamental issue 4n both i cessing and
computer vision and is very important for image retargeti %'plicatio ich have drawn
much attention in recent years. In this paper, we a@ﬁ a nevw rity measure with
deformation detection of visual salient regions fo@ retargeting.YAccording to the fact
that the human visual system is sensitive to content Bg%?xgvisual effect variations,

ges a%
the proposed approach combines content si and ffect similarity. Firstly, a
content correspondence between original an@ rgeted | %s is established, which aims to

assess their content similarity. Second rmatl ction of visual salient regions
between two images is conducted to e th effect similarity. Real images have
very uIts have been achieved, validating it.

been used to test the proposed ﬂ
Keywords: Similarity Meas Image R%rgetmg, Content Similarity; Visual Effect
Similarity; Deformation Det ion

1. Introductlon

Image retargetl a teomthat adjusts input images into arbitrary sizes and
S|multaneousl es the ions of the input images. Image retargeting has drawn
much attentlo age ision research in recent years [1]. Due to the increase in the
variety of commonly us Isplay devices, and the prevalent use of mobile devices as

available means for | intake, image needs to be adapted to different resolutions and
aspect ratios. This@tem further increases with the explosion of image and video content

on the web.
Measurem f image distance or similarity is a fundamental issue in both image
proce35| computer vision [2]. An obvious and accurate way is the subjective

inion scores (MOSs) from the human ratings [3, 4]. But this method is time-
consuring and not suitable for practical use. Objective measures by computer programs
whose evaluations are in close agreement with human judgment have been extensively
studied in the past. Early work about objective measures characterized the similarity of two
images of same size using peak signal to noise ratio (PSNR) and mean squared errors (MSE)
[5]. A structural similarity framework [6], called SSIM, was proposed based on the
assumption that human vision system (HVS) is highly adapted for extracting statistic
structural information.

Measurement of image similarity is very important for image retargeting applications.
Firstly, it can be used to dynamically monitor and adjust image quality. Secondly, it can be
used to optimize algorithms and parameter settings of image retargeting systems. Thirdly, it
can be used to benchmark image retargeting systems and algorithms. However, many of the

meaia t based on the human perception. A widely used subjective measure computes
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well-established image similarity metrics such as PSNR and structural similarity cannot meet
the needs of image retargeting application because they work on images of the same size or
aspect ratio only. The similarity measure such as SIFT flow [7] and EMD [8] and intensity-
related distance metrics such as BDS [9] and BDW [10] have been applied to image
retargeting, but they achieved unsatisfying performance [11] because these similarity metrics
mainly focus on local features and show smaller overall correspondence with the users.
According to the postulate [12] in cognitive science that the human visual system is
sensitive to content changes and visual effect variations, the similarity measure for image
retargeting should take content similarity as well as visual effect similarity into account.
Content similarity for image retargeting mainly involves the number and layout of the salient
contents in the image, and visual effect similarity mainly focuses on shape pr&sé&ign of

visual salient regions.

In this paper, a new objective similarity measure method for image retar@ proposed.
The method is based on a combination of content S|m|Iar| \nsual ilarity. Atan
abstract level, the proposed method can be outlin ste irst, a content
correspondence between two images is establis %ch aim to assess the content
similarity in original and retargeted images. Secon orm tlon of visual salient

regions or contents between two images is condycted to meas e V|sual effect similarity
of them. Experimental results show that '@Ectlve ity values closely match the
subjective scores evaluated by users g that o oposed objective metrics are
congruent with human perception mech Q

The remainder of this paper is or e as f ction 2 illustrates the framework of
the proposed similarity measur ge retar ectlon 3 explores measuring content
similarity of original and retarg |mage$, S ctlon 4 elaborates visual effect similarity.
Section 5 focuses on the preposed SI easure with deformation detection of visual
salient regions for i image &tmg prowdes the experimental results. Finally, the
paper is concluded i
2. Framew e Pr ilmilarity Measure

We illustrate framea&bf similarity measure for image retargeting proposed by us in
Figure 1.

As we can see fro %ﬁre 1, the proposed similarity measure for image retargeting mainly
includes two parts@e one is content similarity which consists of the sub-steps of finding

seams, divi mage into regions and matching regions, and the other is visual effect
similarity whi characterized by deformation detection of visual salient regions between
original argeted images. Here deformation detection mainly focuses on over-squeezing,

ng, distortion of proportion and distortion of geometric structure. The detailed

ove AN :
proc of the approach is as follows.
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Figure 1. Similarity Measure for Iw@e‘targe@
3. Measure of Content Similarity Q \})

3.1. Find Seams

The definition of seams in the image ist gasin [ hat is, a vertical seam is an 8-
connected path of pixels in the image fro to bott ntaining one, and only one, pixel
in each row of the image. Formally, Iet b & and define a vertical seam to be:

s* ={s, }Il—{(X(I) |)}I1 s.t. WQ i— )|<1 (1)

where X is a mapping x:. ST ;; Harly, a horizontal seam can be defined. The

pixels of the path of sea : vertlc sy ) Will therefore be 1 - qi¢s)y, = c1excy.iny,

For assessing the@x ing image si |Iar|ty, the images are divided into several regions
by virtue of the seaw our Therefore, the question is how to choose the seams in
the image? W@ oIIowmg pfe energy function as in [13].

e(l)—|—||+|—|| 6 (2)

Given the given&;y function, we can define the energy of a seam as e=eq,)- 3 e(i(s,) -

i=1

Intuitively, oﬁ?al is to find noticeable pixels or seams that divide image into regions. That
is to say, w uld look for the optimal seam s* that maximizes this seam energy:

s*(s):m?xzn: e(l(s;)) . (3)

The optimal seam can be found using dynamic programming. The first step is to traverse
the image from the second row to the last row and compute the cumulative maximum energy
M for all possible connected seams for each entry (i, j):

M@, j) =e(i, j)+max(M (i-1,j-1),M (i-1, j),M (i -1, j+1)) (@)

At the end of this process, the maximum value of the last row in M will indicate the end of
the maximal connected vertical seam. Hence, in the second step we backtrack from this
maximum entry on M to find the path of the optimal seam. The definition of M for horizontal
seams is similar.
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3.2. Divide Image into Regions

For every image of the similarity measure, the optimal vertical seam and the optimal
horizontal seam can be determined using the above method. Then the image can be
segmented into four regions with the optimal vertical seam and the optimal horizontal seam.
Moreover, for every region, the optimal vertical seam and the optimal horizontal seam can
also be determined using the above method. Every region can further be segmented into four
sub-regions with the optimal vertical seam and the optimal horizontal seam in the region as
illustrated in Figure 2 and Figure 3, which are for the original image 1, and the retargeted

image 1, respectively. The image segmentation is recursive and from coarse to fig and can

be carried out until the sub-region has been relatively small. Generally, the image iSxdivided
into 16 sub-regions, up to 64 sub-regions. a%’

14
R;

S
-7 I

Figure 3.9Divided the Retargeted Image 1, into Sixteen Regions

3.3. Mat Qgions

tting the same amount of regions or sub-regions in the original image i, and
retargeted image 1, by virtue of image segmentation, the region matching is performed

between these two images. We define the corresponding regions between these two images as:
two regions with the same layout and position in respective image, such as = and r*. For

every region in the image 1, , we define its candidate matched region set csl in the image 1,

as the set including the corresponding region and its 8-connected neighbors, and its candidate
matched region set cs2 in the image 1, as the set including the corresponding region and its

24-connected neighbors. For example, for the region = in the image 1, , its candidate
matched region set csl is {r:, r!, r], R}, RY®, RY, R, R¥, rR*}. We adopt the following

2 2 1

A
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region matching strategy. For every region in the image 1, , we look for the nearest neighbor
in its candidate matched region set ¢s1 or ¢s2 using SIFT flow [7] method.

3.4. Calculate Content Similarity

During measuring content similarity of images, for every region &: in the original image
1., If its nearest neighbor in the retargeted image 1, is just right the corresponding region r* ,
we assign a weight w_, to the matched region pair ccsr‘r*) . Otherwise, if the nearest
neighbor of ! in the image 1. belongs to cs1-{r* }, for example, it is known as =, and we

21

will assign a weight w_, to the matched region pair ccsr!.r), and if the nearest r of
r* in the image 1, belongs to cs2-csl, for instance, known as r: ,we assign a w,, tO
the matched region pair ccswt.r:) . Here w_<w_ <w. . Generally, le L =05,
,-0.25 . For measuring content similarity, we accum hé wei ery matched
reglon pair. Thus, based on the matched region pairs t;q d 1, ‘yWwe define content
similarity measure for image retargetlng as shown i a K)
CSM =W, Y CCS(R},R)+w,, Z R )+)Vz ccs(RiRY) - (B)
R ces gl RY cesz—cs1
We note that similarity measure csm, s, ' age refw%ng places more importance on

the exactly matched region pair where Negl @ e same layout and position in
respective image beyond other matche ion pi&

D

4. Measure of Visual Efféb&lmllarl

Visual effect similarity rgaiply inv \nape preservation of visual salient regions or
contents between on ina retargete ges. For measuring visual effect similarity of two
images, we have defo ation of visual salient regions. We wonder which
deformations sho take 0 ccount According to Rubinstein’s work [11], the
retargeted im s tisre and not considered to be similar to the original image
owing to five rea deformatlon over-squeezing, over-stretching, distortion of
proportion, dlstortlon etric structure and removal of content. So we should deal with

these deformations evaluating the similarity between original and retargeted images.
Actually, in our p d approach, removal of content has been taken into account at the

stage of measuring eontent similarity of two images. Thus, at this stage of assessing visual
effect similarl tween original and retargeted images, we mainly cope with the first four
i e will detect these deformations of visual salient regions and accordingly

deformati
det@éﬂsual effect similarity values.

4.1. Detormation Detection of Visual Salient Regions

This section focuses on elaborating detection of four deformations of visual salient regions
between original and retargeted images, which include over-squeezing, over-stretching,
distortion of proportion and distortion of geometric structure.

4.1.1. Detect over-squeezing: Let w, and «, represent width and height of original image
respectively, and w,, and », be width and height of retargeted image respectively. When the

original image is shrunk during the retargeting process, visual salient regions are vulnerable
to over-squeezing as illustrated in Figure 4, where the left is original image and the right is
retargeted image and the blue block bl suffers from over-squeezing. In our proposed
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approach, we design and apply formula (6) to determine whether a visual salient region is
over-squeezed, where w* and »* mean width and height of the blue block bl in original

image respectively, and w* and »* are width and height of the blue block bl in retargeted

image. If the inequality (6) holds, there is no over-squeezing for this region during retargeting
process. Otherwise, over-squeezing of this region is brought into due to image retargeting.

— @ V

Figure 4. Detect Oover-sq@g Q)C?
Wolar g 750 Moo (if w > 1,) or Ayhfw <H,) (6
wlh W /H

w
U—0L < 0,75 *
4.1.2. Detect over-stretching: When the orj image i } hed during the retargeting
process, visual salient regions are prone tG er- stretc s illustrated in Figure 5, where
the left is original image and the right i eted m and the blue block bl suffers from
over-stretching. In our proposed ap nd apply formula (7) to judge if a
visual salient region is over- st the me@ﬁy (7) holds, there is no over-stretching
for this region during retargetl 0Cess. .Ot wise, over-stretching of this region has been

caused by image retargeting ,,

’QQ"
Ca—

Flgure 5. Detect Over-stretching

5XVV;H (fw, >n, ) or %075:;(# w,<n,) (7)
4.1$tect distortion of proportion: As shown in Figure 6, there is a distortion of
proportion between the blue block bl and the yellow block b2, which is derived from
retargeting the left original image into the right result image. The yellow block b2 is larger
than the blue block bl in the original image, but notably smaller than bl in the retargeted
image. We can detect the distortion of proportion by virtue of the area of visual salient
regions. We design and utilize formula (8) to determine if there is a distortion of proportion
between two visual salient regions during retargeting process, where s and s:* represent the

areas of the blue block b1 and the yellow block b2 in original image respectively, ands* and
s are the areas of b1l and b2 in retargeted image respectively. If the inequality (8) holds,

there is no distortion of proportion between these two regions during retargeting process.
Otherwise, distortion of proportion about them is brought into due to image retargeting.
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Figure 6. Detect distortion of proportion
b2 b1 A hllsbz A
0.75< —=— <125, (if s <s?) or 0.75< ——= <125, (if s2>s") .(8)

or or or or

4.1.4. Detect distortion of geometric structure: Visual effect variation i W to the

distortion of geometric structure, so evaluating visual ef ct. similal 't@ to involve

detecting the distortion of visual salient regions. As sho m%gure 7@5 a distortion of

the blue block bl between original and retargeted im . simplify, e process of this

deformation detection, we employ the centroid @ salient region and some special

points of region boundary to describe the shape egion%sr) the detailed steps are
e

included as follows.
.\QQ <
.ff’ QO
@

4 N>

< \Q\%
.-:Q N
LQL . istortion of Geometric Structure

F D
(1) We get @entroi% o@sual salient region from the following formula (9), since the
A

region can be regarded as ogeneous thin plate with uniform thickness.
9)

X =Y A*X A, Yy = .
a, is the are tﬁﬁiymitive vy, and a is total area of this region. Let N be the number
of points inﬁ into this region, formula (9) can be simplified as (10).

X, = i@, y.=> ¥y, IN (10)

(2)NWe divide the region into four parts by virtue of «,.y,) and four vectors: «,..y) - x..y.) »
(Y om) = X0y Gy = oy AN oy, - xey) WHEre « vy oy s ey and ooy,
represent the points with maximum horizontal coordinate, maximum vertical coordinate,

minimum horizontal coordinate and minimum vertical coordinate, respectively. These four
parts are numbered as », , »,, », and »,, which are located at the top right, top left, bottom left

and bottom right of the region, respectively.
(3) Find the farthest point ()., and the nearest point (,y),, from the centroid (x,.y,) of

the region in every part, where i is the number of part (i=1,2,3,4).

Copyright © 2014 SERSC 7



International Journal of Multimedia and Ubiquitous Engineering
Vol.9, No.7 (2014)

(4) Transform Cartesian coordinates of the vectors () . -,y and .y’ . - x.v.)
(i=1,2,3,4) into polar coordinates, thus we can get polar radii ,'_, ,: and polar angles o'
and o' respectively.

(5) Sort the polar radii and polar angles. In detail, sort ,' in ascending order and record
the sequence of corresponding part number as s, ., and sort , in ascending order and
record the sequence of corresponding part number as s . Moreover, sort o/ and ¢! in

ascending order for every part (i=1,2,3,4), and find the polar radius which is exactly
corresponding to the larger angle, either ,: or ,' , and record the label max of ,: or the

label min of ,' . According to ascending order of part number, record the séQueng€ of

corresponding label of max or minas s__,. Yy
(6) Finally, we describe the shape of region withs __,s . ands,,,. s g
e i

Distortion detection of visual salient region is condu d‘%sed on ptors of this
region in the original and retargeted images. If the visual.sakiens region I ginal image and
the corresponding region in the retargeted image h me %d criptor, there is not

deformation for this region during the retargeti 0cess not, we think the shape
distortion of the region has been caused. ‘\

4.2. Assess Visual Effect Similarity .\O .\c‘)
h ov

We count the visual salient regior;g& @zing, over-stretching, distortion of
proportion and distortion of ¢ rje” struct pectively, and keep them with the

variables ~ ., n,., n,, and n ectively. Undotibtedly, the more the visual salient regions
with deformation after imag retargeting,'ﬂﬂi‘@v\/er the visual effect similarity between the
original and retargeted im isual ilarity is inversely proportional to the number

image 1, we meas visual ct similarity as shown in formula (11), where w_ , w_,,
w,, and w, a@%eights m)u deformations respectively, which are generally all

assigned 0.25. t <)
05t+wpd/di +Wsd/Nsd

VEM oty = W I'N osq +‘b
5. Similarity M@re for Image Retargeting

As iIIustra@b%/ the framework of similarity measure for image retargeting proposed by us

in the Sec , since we have measured content similarity and visual effect similarity

between the original image and retargeted image in Section 3 and 4, we can assess the overall
easua

of visual salient regi%{' defogl hus, for the original image 1, and the retargeted
r

(11)

Si etween these two images. We design and utilize formula (12) to achieve similarity
m with deformation detection of visual salient regions for image retargeting, which is a
weighted combination of content similarity and visual effect similarity, where csm comes

from formula (5) and vem, , is from formula (11). w., and w,, mean the weights of

content similarity and visual effect similarity respectively, and generally are all assigned 0.5,
and also can be adjusted according to the actual situation of image retargeting.

SMDDIR =w,, *CSM

(orlee)

+ W e, *VEM (12)

(orlre) lorlre)
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6. Experiments and Results

In this section, we took real retargeted images to confront the proposed similarity measure
with the real world, so as to validate it. The image dataset in our experiment is picked from
the RetargetMe dataset [14] which contains 80 original images with various attributes. Each
original image has all or partial of eleven retargeted images generated by manual cropping
(CR), streaming video (SV), multi-operator (MULTIOP), scale-and-stretch (SNS), seam
carving (SC), non-homogeneous warping (WARP), energy-based deformation (LG), shift-
maps (SM), uniform scaling (SCL), quadratic programming (QP) and object size adjusted
(OSA), respectively, through shrinking or stretching the original image to different d

(a) (b) Q (C) (d) (e) () 9)
of i

Figure 8. The Fir p |m|Iar|ty measure cases where the Original
Images have be run %targeted Images with a Ratio of 0.75 in Width.
From Top om, th es are “penguins”, “getty” and “mnm”, and
from Left to Right, th&gwages are (a) the Original Image, and the Retargeted

Image Generated by (| , (¢) SV, (d) MULTIOP, (e) SNS, (f) SC and (g) WARP

As shown in Figyres 8-11, we select ten typical cases of image similarity measure for
retargeting in the er due to space limitation, which involve different scenes including
“penguins”, %@ “mnm”, “Marblehead_Mass”, “Perissa_Santorini”, “family”, “butterfly”,
“mochizukil’, §‘Soccer” and “DKNY(girl” “for illustrating the extensive application of our
method. (Agcording to the degree with original image being shrunk or stretched during
reta%g process, we divided them into four groups. As illustrated in Figure 8 from top to
bottoryy the first group involves three cases: “penguins”, “getty” and “mnm”, where the
original images have been shrunk into retargeted images with a ratio of 0.75 in width. As
shown in Figure 9 from top to bottom, the second group involves three cases:
“Marblehead_Mass”, “Perissa_Santorini” and “family”, where the original images have been
shrunk with a ratio of 0.5 in width, with being narrower. As illustrated in Figure 10 from top
to bottom, the third group involves three cases: “butterfly”, “mochizuki” and “soccer”, where
the original images have been stretched into retargeted images with a ratio of 1.25 in width.
As shown in Figure 11, the fourth group involves the case “DKNYgirl”, where the original
image has been stretched with a ratio of 1.5 in width, with being wider. In every case, we
measure the similarity between the original image in the leftmost and each of the remaining
images using our proposed method. Here the remaining images are generated by manual

Copyright © 2014 SERSC 9



International Journal of Multimedia and Ubiquitous Engineering
Vol.9, No.7 (2014)

cropping (CR), streaming video (SV)[15], multi-operator (MULTIOP) [16], scale-and-stretch
(SNS) [17], seam carving (SC) [18] and non-homogeneous warping (WARP)[19] respectively.

Original Images have bee into Retargeted Images with a Ratio of 0.5 in

(b) %mﬁ‘, (x ()
Figure 9. The Second Gro p% age %m& ity Measure Cases where the
né%u

Width. From Top to Bottom, th ases are “Marblehead_Mass”,
“Perissa_Santorini” aanamily’ rom Left to Right, these Images are (a)
the Original Image, e Ret d Image Generated by (b) CR, (c) SV, (d)

SNS, (f) SC and (g) WARP

Figure 10. The Third Group of Image Similarity Measure Cases where the
Original Images have been Stretched into Retargeted Images with a Ratio of
1.25 in Width. From Top to Bottom, these Cases are “Butterfly”, “mochizuki”
and “soccer”, and from Left to Right, these Images are (a) the Original Image,
and the Retargeted Image Generated by (b) SV, (c) MULTIOP, (d) SNS, (e) SC

and (f) WARP

More specifically, we apply formula (12) to calculate the image similarity between the
original image and every retargeted image for each case. Then the retargeted images are

10 Copyright © 2014 SERSC
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ranked according to their similarity to the original image and the top ranked image is
considered the most similar to the original one.

(€) ()

Figure 11. The Fourth Group for Image Similarity Measure Involves the Case
“DKNYgirl”, where the Original Image has been Stretched into Retargeted
Images with a ratio of 1.5 in Width. From Left to Right, these Images a (a) the
Original Image, and the Retargeted Image Generated by (b) SV, (c) M , (d)

SNS, (e) SC and (f) WARP.

For the first group, the calculated rank results of simil i measur marlzed by
Table 1. According to the obtained results in Table 1, the r ted ima erated by CR is
almost the most similar to the original image in these ases, by the retargeted
image generated by MULTIOP and SV. Accordln n e also know that CR
can achieve good similarity results where the |r’r$2 width or&gg does not be changed too

much during the retargeting process. Besides ome ca h as “mnm”, WARP also
achieves the best rank, which is not surprrsxﬂ ce the oh$ I image is only reduced by 25
tro

percent in width and a small number of d atio duced during retargeting.

Table 1. The Calculated Rm ults of gﬁgﬂ rity Measure for the First Group
in Fi

S'ggﬁaty Ranlf ln@ank 2 QQBEnk 3 Rank 4 Rank 5 Rank 6
penguins NTOosv. MMULTIOP SNS WARP SC
getty MU SV SNS WARP SC
mnm ﬁ MULTIOP SV e SNS
»
For the sec roup,

Table 2. As shown in T&ble 2, the retargeted image generated by SV is almost the most

‘ Iuated rank results of similarity measure are summarized by
similar to the ongy@ge in these three cases, followed by the retargeted image generated

by MULTIOP, S SC. The lowest ranks are achieved by CR and WARP. When the
original image js shyunk too much in width or height, for example by 50 percent, CR will
remove Iots%%mtents of original image, which will humiliate this operator. Removal of
content an@ ortion of visual salient regions hinder the WARP operator, which might
coll e@ions in the image during its deformation if not enough areas of homogeneous
co%e found.

Table 2. The Calculated Rank Results of Similarity Measure for the Second
Group in Figure 9

Similarity Rank Rank 1 Rank 2 Rank 3 Rank 4 Rank 5 Rank 6
Marblehead_Mass sV MULTIOP SNS SC WARP CR
Perissa_Santorini SV MULTIOP SNS SC WARP CR

family MULTIOP SV SC CR SNS WARP

For the third and fourth groups, the obtained rank results of similarity measure are
summarized by Table 3. As shown in Table 3, the retargeted image generated by MULTIOP
is almost the most similar to the original image in these four cases, followed by the retargeted
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image generated by SV. WARP always gets a poor rank when the original image is expanded
in width or height, especially by 50 percent.

Table 3. The Calculated Rank Results of Similarity Measure for the Third Group
in Figure 10 and the Fourth Group in Figure 11

S'g!ﬁﬂty Rank 1 Rank 2 Rank 3 Rank 4 Rank 5
butterfly sV SNS MULTIOP WARP e
mochizuki | MULTIOP sV sc WARP SNS
soccer MULTIOP sV sC WARP SNS
DKNYgirl | MULTIOP sV SNS sC WARP
From these ten cases, on the whole, the retargeted images generated by LTIOP

generally achieve the best rank about similarity to the original imag e generated
images by WARP and SC always obtain the last rank, acﬁ to ou@sed approach. It
is consistent with the fact that the retargeted image gen C involves some
distortions or deformations. For every case, we alsm e thatthe eved similarity rank
results in Figures 8-11 approximate the subjective n cho@ﬁ are consistent as well
as accurate. Thus our proposed method abou |Iar|ty measlge for retargeting has been

validated. O
| \ @\
7. Conclusion

In this paper, we proposed i S@hrlty me anh deformation detection of visual
salient regions for image retargeting appli . The proposed method is based on a
combination of content simglarity an effect similarity. Content similarity pays
attention to the number a‘% out of akient contents in the image and involves the sub-
steps of finding se ding imagevinto regions and matching regions. Visual effect
similarity places e apé-preservation of visual salient regions and is characterized
by deformatiop™@ % on of visyal salient regions between original and retargeted images
which mamly ses r-squeezing, over-stretching, distortion of proportion and
distortion of geometric s e. Experimental results showed that the achieved similarity
ranks for image retargetiag~closely match the subjective human choices, indicating that our
proposed objective re is almost congruent with human perception mechanism. The
good results fro experiments illustrated the practicability and effectiveness of our
proposed ap
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