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Abstract C?

Multimedia in the network has been fully developed |n ed so has a long
history and resources in education network system ric ow, number of
multimedia files in school server is still increasi erm computers in each
place in school get multimedia files at fast speed sumption is a problem
worthy to solve. In order to solve the problem, W metho amic algorithm based on
PSO (Particle Swarm Optimization) and, A nt col'b tlmlzatlon) method has been
developed. This method is based on pee r mec and can be used in school with
different network speed area. In the |thm oIe network is firstly divided into
several subsystems. Each subsys m d be c d of computers with different network
speed. One terminal compute& get dla files through computers with high
network speed. This method can get high in fetching multimedia files and decrease
energy consumption. The ehod W firstly used in the education system then

popularize into other t@
Keywords: Q&G?ﬁ netwo %ﬁw streaming multimedia; multi hop; PSO; ACO
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1. Introduc

Multimedia has gre anged education system. Its vivid pictures and videos make the
students concentrat earning and improve efficiency and help teachers give students much

more clear expressidn. We can find its application in nearly all the subjects where the network
exists, includ'%.art teaching [1-2], film teaching [3], engineering education [4-7], even
mathemati -9], and so on. Research of multimedia used in education network system has
bee e@ developed. It mainly focuses on some fields, including education methods [10-
11]%1ing systems [12-13] and teaching tools [14-15]. Developing trend of education is
also researched [16].

For the reason of various kinds of multimedia and large number of multimedia files, each
terminal computer can’t store all the learning resources. These resources are often stored in
the server and distributed by proxy. When one terminal computer sends a request for some
multimedia files, the proxy would fetch them from server and deliver them to the terminal
computer. In order to keep watching or learning fluency, the fetching efficiency must be
improved. In the paper, we would mainly focus on the file fetching mechanism and develop a
new algorithm for the education system.

The system is shown in figure 1. We would like to define some items firstly. All the
personal computers would be defined as terminal computers. In the system, peer to peer
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mechanism would be used to deliver or distribute the file data. Multimedia files as resources
would be stored in server and all the terminal computers should request the resource
according to the proxy. Streaming media technology would be used to transfer the data. The
proxy fetches the data and sends them to terminal computers and terminal computers can also
fetch data from other terminal computers. This mechanism would decrease the demand of
bandwidth and improve the efficiency of terminal computers fetching data. If we make proper
path, the data transmission would get the aim of energy saving. So, algorithm for terminal
computers get multimedia files with high efficiency is very important.

Terminal

computer 1 Qmputer 2 q computer 3 computer 4

Terminal
Figure 1. P@(y bas@aming Multimedia System

In the internet sys '%arious orithms in keeping multimedia watching and playing
smoothly have he elop t the education system, especially in school education
network syste ve algarithmrhas not so many studies due to its own characteristics. For
example, currictitum dist in the terms is almost the same at the same time each year.
Terminal computers ncurrently request for same resources while in internet, the
request is random or, rm at same period in each year. So, algorithms are also different.
However, the twa@ems have something in common in using special mechanism, for
example, steamjng media mechanism.

In the p e still follow the mechanism of streaming multimedia. It would firstly
divide filesite’ segments and caching in proxy and then transfer data transmission in a special
nts dividing would use common method [17] and caching methods also have
tudies [18]. Then, data transfer mechanism to keep playing or fetching smoothly is
the most important part in the paper.

The main contribution of this paper is to develop a new data transfer mechanism. It is
based on streaming media and to keep the data transfer fluency. In the method, whole
education network is divided into several subsystems. In each subsystem, terminal computers
with different network speeds are composed. Subsystem dividing method is based on PSO.
After the dividing process is finished, multi hop mechanism based on ACO would be used in
the terminal computers data fetching from the proxy and other computers. The method can
improve the efficiency of data transferring and decrease the bandwidth consumption. The
remainder of the paper is organized as the following: Basic algorithms are introduced in
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Section 2. Data transfer method is derived in Section 3. The example is given in section
4 and the conclusion is in Section 5.

2. Algorithm Introduction
2.1. PSO Method

PSO can be used to obtain the best results with the cooperation and shared information
among each particle. It is simple to deal with the problems without adjusting many

parameters.
)
(1) Particle location: X, = (x

Xyrewos Xy )3 ;
(2) Velocity: v, = (v, v,,..., v, ); ‘%. 6
(3) Best location of node knows: pbest 'Q\ x)

(4) Best place of each node found by the whole : gbes \)

(5) PSO obtains the initialization and the bes wer.
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Figure 2. Generous Flowchart of PSO Method
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In each iterating step, value of pbest and gbest would be updated by the particle.
i Xi ) (1)
X, =X, +V, (2)

V, =V, +c,xrand () x (pbest ., — x;)+c, x rand () x (gbest

Where, i=1,2,3,..., M, & is the total number of the swarm.
Equation (1) and (2) are the basic description of PSO, and they can be adjusted with the
expression as the following:

V,=wxV, +c, xrand () x (pbest , — x,) +c, x rand () x (gbest , — x,) .(3)

Where, o is a factor influencing the balance between global search and local sear can
be a positive constant or even a positive linear or nonlinear function of ti [%ﬁﬂso has
been used in various conditions. The general flowchart of PSO as Figure 2 @

2.2. ACO

The ACO algorithm is mainly used in solv.'%mz ion

optimization process can be seen as an ant Iooking

path searching in WSNSs. A simplified and bwrt of A(%&

lems [20-22]. The
rithm is widely used in
e expressed in the Figure
3. For stability, ACO has been also develope

&bv Example of Shortest Path Seeking by ACO

Flrstly, give some introduction. There is a nest N and a food sources £, in the
Figure 3. tsA , A, are supposed to find food along two roadsr , r,. Ants, and
a,h t@ame moving speed. The process can be described as follows:

ants in N knows the exact position of the food source~, . They would randomly
select the path. We suppose that roads of r and r, are selected by ant A and a,
respectively.

(2) When ant A and ant o, moves along road r and r, respectively, both of them would
leave the same dose of pheromone at one time. Mark v and T, as the pheromone density
left by ant A and anta, .

(3) Due to the shorter road length of g, thang , ant a, would get to food source », earlier
than ant a . While ant 4, returns, it would still select road , to food resource » because of
the higher density of pheromone on road », than that at » . It means that value of is
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smaller than that ofr_ . When it returns, it leaves the same dose of pheromone and road »,
has been strengthened. That means that is shorter path.

(4) If ant 4, arriving atr , it can find that density of pheromone on road », is double
times than that at », . Then ant 4, would select road », to return.

Finally, both ant 4 and ant 4, return along the shorter road ¢, . Figure 4 shows the general
flowchart of ACO.

Begin

Set the initialization value | C}E

I\

Path constructien’ \)
_ f\b \é\,
Infornm;a&w of
- Y

al
N

e . .
Q &) Optimal solution

|

Satisfy or not?
No

Results output

Figure 4. Flowchart of ACO

3. Multi Hop Data Transfer Algorithm

Multi-hop data transfer algorithm is aimed at high speed and low energy consumption in
data transfer.
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3.1. Main Idea of Multi Hop Data Transfer Algorithm

It is very important to keep data transfer at a proper speed to provide the fluency of file
playing. Here a new algorithm of data transfer has been proposed to increase the data transfer
speed and decrease the energy consumption. The algorithm includes some main steps as
following:

Step 1: It would be optimized to determine proper computers number and distribution of
computers with different network speed. In the school education system, different network
speed would be set as three levels. Computers in classrooms have the fastest speed, computers
in offices have the middle speed and computers in dormitories have the slo t speed.

Computers with low speed can get data from proxy and other computers with h| rs d In
the latter mode, computers with higher network speed would cache the data u ed’and low
speed computers get the data from higher network speed com ters The | IS step is to

Step 2: Particle swarm optimization would be used
one subsystem and ensure each subsystem gets co h differ etwork speed

Step 3: In one subsystem, computers can get dat any %utrs with higher network
speed or directly from the proxy. ACO would berssed to f|x th data transfer path.

The flow chart would be shown in Flgu,re \

2’& BegQ:\:J

Determination” mputers number

“a¢tual conditions
Yy

Q\\ \@jﬂ/iding ithe whole

help to divide the whole system into subsystem.
@n the net into more than

ation system into
bq) subsi/stem
(b Determination of center
computer and vice center
computers

8$ ]

Store network speed message

O ]
@ Data transfer paths

construction

!

Determination of path or paths
to pre-store and transfer data

!

Data pre-store and transfer

Figure 5. General Flow Chart of Data Transfer Algorithm
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3.2. The Detail Steps of Algorithm
Step 1: Determination of the nodes number

In wireless sensor network, this question has been widely studied [24-25]. But the
education system is different from the wireless sensor network. The division in education
system is mainly for higher download speed and low energy consumption. In the division,
network speed is the main factor. In order to provide each computer get enough data transfer
speed, we use circular disk model to divide the whole education system into several
subsystem with proper number of computers. As shown in Figure 6. A computer with the
highest network speed would be in the center of subsystem and with the name4€of center
computer. The center computer is contact with other computers with cabl ndyCenter
computers would also contact with proxy and server with cables. Due to E'cgﬁé’ction of
each computer to center computer or other computers with ge,. all co @i

education system would be covered. \
Q @)

the whole

O
N
O

Step 2: Division of th tion system into subsystem

(1) Firstly, an as on would be given: there are N computers in the network, and all
the computers w e split into M subsystem. There would be n /m computers in each

subsystem. a splitter to divide the whole system into two domains with same number of
access to prexyy he split line can be described as the following:
U = (x,y,0) (4)

, (x,y) IS location of nodes at the splitter line, ¢ is the angular formed by the
splittepand x-axle.
Define function of r7tness  as follows:
fitness = (c, — f,N)° + (c, — f,N)’ (%)
In the equation, c, (i =1,2) represents nodes number in domaini. f can be determined by

the equation:
M

fo=— i=(12) (6)
M

Where, i = represents expectation of computers number in domain ; .
Then, the first division has been finished.
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The algorithm of subsystem division has some steps as the following:

(1) All computers in the network send one special data segment to server. Server would get
network condition of each computer. With the network condition, server would classify the
level of each computer and send the information to each computers. Then, computer network
speed level would be determined and stored in server. Server would split the whole system
into many subsystems and define ¢ particles;

(2) Parameters x,y,o would be set with random numbers, and splitting line should be
constructed. The whole education system would be divided into ¢ « 2 subsystems. For the
reason of location of nodes in the network is known, ¢ (i=1,2) of each node can be
determined and used to calculate the value of fitness . x).

(3) Value of fimess would be compared with minimum fimess value whi h?'mthe last
round, and the less one is elected to be the general extreme value ofp ; all theyfimess  value
of individual node would be taken into comparison, a ﬁ% least Is elected to be
individual extreme value of p_,then x, y, ¢ should be.@(e

X = X +vQ @) (7)
X 4 =X yide .\c‘) (8)

9)
Where,

X 44+ X e Tepresents the partljl @’&ﬂon %

X ,, represents the angular splitter;

v +Vya Vg TEPresents t@earch @ ree dimensions.
m

And all the paramgte\r e can be ined by following equations:

Vv

V., =V _, +C nd O( P X 4 ) + €, x rand ()(P - X ) (10)

Vi —a) rand @ Xg)+tcyxrand (P, — X ) (11)
V,y = oV c x @( Py = Xyg)+Cyxrand O(P, — X ) (12)
Where, c,and c, r nt the study factor, ande, = ¢, = 2; rand () means random

number between 0 . ® means the weighted factor.
of parametersx,y,6 , jJump to step 2 to continue the research process.

(4) After the up
When the f% value is 0 or maximum search times have been approximate, process

would be tory finished. In ideal conditions, When the fitness Vvalue is approximately 0,
the le.system would be divided into two subsystems.

( the same method to divide the subsystem, until get proper subsystem number.

Step 3: Search the fastest multi-hop path by ACO

Some definitions must be given firstly.

Definition 1: r(v,) represents area covered with computerv . . Forward area represents
computers with higher network speed than the computer v itself.

Definition 2: Forward neighbor computer are computers in the forward area of
computery ., and those computers all belong to setn | (v,) .

100 Copyright © 2013 SERSC



International Journal of Multimedia and Ubiquitous Engineering
Vol.9, No.5 (2014)

In this step, the first work is to determine the center computer. We define computer with
the highest network speed as the center computer. Other computers with relatively fast
network speed are vice center computers.

This search is based on single subsystem, so the path in each subsystem has some
difference, and one subsystem may have more than one search paths. One search path would
have no effect on others. That means that path search is independent in each subsystem and
path search is independent even in same subsystem. Each computer would send data to center
computer and vice center computers to ensure location.

According to the definition above, forward neighbor nodes can be marked as the foIIowing

N, ()={v,Iv,eVv.d 6 <ra, <28} (13)

o

Each computer would separate a place in the disk to store location a g rk speed
information and separate a place in memory to store the 4informati en self and
neighbor computers, including self-network speed, neigh puter@rk speed, and so

r

on. Aiming at representing pheromone, each compE:E terz, to record

the pheromone density. Ant in the education sys a da

memory and storage. The ant should have characteri liste ollowing

(1) The ant can store the information of o S it paﬁ

(2) The ant should store the computer d with a phefer sequence and forming a path.
When the ant passes or returns, it woul e the one.

(3) Ant just can jump to neighh ré& with etwork speed;

(4) Ant has the capability of geading”and mod| information it locates.

Ants in the education system uld begi computers which want to fetch data from
server and go to the center o@outer w %’m -hop mechanism to find nearest path between
computer and centerec ers or center computers. Ant locates at v . should
determine the Jump ity » information of pheromone and network speed of the
neighbor comp EQQ rep %’he probability of ant 4+ jump to forward neighbor
computer.

]

(b 2[ G e Ve N (v
TH

L] (14)

|v e N ((v)

0 , otherwise

O

VQ,/ is the network speed value of path | from node . to its neighbor node, ;
u factor influenced by network speed and pheromone. It means the influence of
information accumulated on the path of ants. The bigger the value of . is, the faster path the
ant would choose. At first time, , pheromone r, (¢, ON the path I of each computer. It can
be calculated as:

i,D di,j

7, (t) = ——x (-

d,;+d; Zdi,H

vy eN(vy)

) (15)

n., 1s afunction of data processing speed, which can be calculated as following:
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__ & (16)
ni; = ZGH

vy eN(vy)
Where, e, is data processing speed of forward neighbor node v, <~ (1) Of node 7 .
Forward neighbor computers set limit the jumped objection. After the v has been elected as

the next computer of » jumped, it would be calculated according to the network speed of , .
Following the same method, the ant would jump to the center computer or vice center

computers. Due to the mechanism of subsystem dividing, one computer in a subsy: Guld
have forward neighbor computer. And center computer won’t have forw neighbor
computer. It would contact with proxy or server directly. At the same defipition’computers,
which have no forward computer, would directly contact ith cente ter or vice
computers. If one computer finds a short path from the r subs@ can send data
through neighbor subsystem when the neighbor subsy; i’ notgin sy state. An ant
travels from source computer to center computer a bac to t urce computer with
the pheromone information updated is defined to b ole Il ants finish a process,
one loop is completed and value of loop mdex@luses 1. Pherdwone density in the path ;
would be adjusted timely in the loop« . \

'J(;@_ (1@@0 + Z Az a7

.;\% If ant k pass

k
i,j(t

18)

otherwise

2@
&

In the equaw epreseng@ >1ts number; A, Means pheromone left on path 1;
is

at loopt ; k1 e leng nt £ moves at loop t; ¢ is a constant about pheromone. p
is also a constant w| escribe the volatilization of pheromone. Value of p is often
between 0 and 1 tqkeep-the convergence of the algorithm.

4. Simulat%and Verification

In an tion system, there have one server and three proxy server. There are 32
tho mputers in the system, while 200 computers are in the highest speed level, 1239
com s are in middle speed level and the rest in the lowest speed level. The total
bandwidth is 1000M. We simulate 12.5 thousand computers are online at the same time. And
the total system is divided into 76 subsystems. Each subsystem can get different bandwidth.
So, we select one computer randomly to study the results of the new algorithm.

In the algorithm, the computer can use other high network speed computer to fetch data
segment and pre-store them, and get the data to keep the video or file transfer fluency.
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Figure 7. Node Energy Consumpthlth DW Algorithm

From the Figure 7, we can see that theed Q nsfer ra %E been greatly improved. With
the new data transfer method, we can pI d catlona much more fluency and reduce

the delay time. The simulation result s hat 1@& ethod is effective.

?&/e the data transfer speed in education network
on mult&a mechanism, but it is different from multi hop
ethod firstly uses PSO to divide the whole education system into
S, an CO is used to find the fastest path to transfer the data
package. In t searchl d, the ant would go to center computer and vice
computers alongspaths wi e fastest speed and the path would be more than one to improve
the data transfer speed. R s of the simulation show that, the new algorithm is an effective
method for data transf an equation system with different network speed area. It can be
firstly used in the ;&mn system and extend the application to other fields.
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