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Abstract Y’
\ﬁm O

The social networks are based on sensor networ, es where social
applications, such as real-time collaborative vid |ng ppI| ons, work out well,
sensing their events collaboratively and socially. ntly, %@ktworks use a content-
based distributed P/S (publlsh/subscrlbe) in ructure th ts as a scalable group
communication backbone. P/S based gossip ols |s ically to scale in and out and
provides suitable consistency guarantees ta safe high availability but, does not
deal with end-to-end message delay, Q‘F mes er -based consistency, which are
addressed in real-time collabor |vm cati ecially in broadcasting in real-time
collaboration applications, it |;% for the ages to take different time and arrive at
end users in different order. S ese ap |ons should be based on P/S infrastructure
including dealing with mesSage t|m nd message ordering consistencies. Gossip
communication is beco ne of t mlsmg solutions for addressing P/S scalability
problems in prov rmatlo pro agatlon functionality by exploiting a mixture of
diverse con5|stenc aper, we present deadline-constraints causal order
protocol resp A(Ilfetlme) sed on P/S architecture for broadcasting in real-time
collaborative catlo social networks to guarantee causally ordered messages
delivery from brokers %ﬁcribers In the proposed protocol, every broker manages a 2-
dimensional vector, enting its knowledge of the last message sent by each broker at
time t. But, every t@dlssemmates a broadcast message only with one scalar variable, the
time-stamped information that represents the maximum gossip round and is the deadline
(lifetime) of %mediate message of it, to subscribers because all messages disseminated by
brokers he same lifetime as the maximum number of gossip rounds. Therefore, the
pro otocol implemented for P/S based on gossip protocols results in very low
cor%catlon overhead from brokers to subscribers in the context of broadcast respecting 4.

Keywords: Publish/Subscribe, broadcast, reliability, scalability, deadline-constraints
causal order

1. Introduction

There is an explosion in the amount of mobile phones generating videos and videos
shared on-line especially on social networks [7]. Also, multiple sensors on a mobile
phone have become more real-life sensors and this makes sensor networks ubiquitous
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environments for us to live in [2]. Sensor networks collaboratively detect events and
make attempts to extend a simple communication to the social context-sharing by using
mobile phones especially on social networks [7]. So, we are interested in the social
networks based on sensor networks where social applications work out well, sensing
their events collaboratively and socially. Many social applications such as real-time
collaborative video watching application [1] should allow people to collaborate in real-
time around the same videos played on their sensor network infrastructure, their
different locations and their different types of devices. Also, Social TV [8] needs a
service infrastructure, which is social networks giving social group communication
service. The recent studies [8] provide access to arrange interactive mobile&gtt?n of
socials services, which use the network and computational infrastructuke,byysocial
widgets. So, the social network based on sensor networks should provi e%mequate
communication infrastructure to alleviate hot spots and to elasticall n and out
for better exploiting network and computational resou gcentl networks use
a content-based distributed publish/subscribe infrastr %e hat acts scalable group
communication backbone, such as ASIA [6]. b y

In ASIA [6], the content-based P/S(publish/s ibe) agchitegture builds an overlay

network on top of the physical network tesprovide resi e against failures and
overloaded brokers, such as multi—path.r of mes s [5]. Multi-path routing is
one of the solutions of space redundan circumvegting the failed node. So, path

redundancy is an appealing solution ? itectreliaple publish/subscribe middleware
with timeliness constraints, ho '& rovi \a diversity is still a challenging
issue, such as network divergitg‘E@So, in roposed protocol, P/S architecture is
based on gossip protocols, w seeme appealing in many P/S systems because
they are more scalable thgnm traditi fable broadcast. In gossip protocols, each
process exchanges peri@y its m% of the received notifications with randomly
chosen members. wa'gg Ip protacols”are one of the temporal redundancy providing
techniques, whic S a%%{subscribe middleware to be defined timely that
means, timelien a certaip/ tifne deadline, A, all non-faulty subscribers have been
notified of a published v@ before A expires [5]. On the other hands, P/S based on
gossip protocols is ing suitable consistency guarantees for current social
applications, such f&lication for data safety and high availability but, does not deal
with end—to—end,&sage delay and message order-based consistency, which are
addressed in realbtime collaborative applications [1]. In real-time collaborative
applications%ed on social networks using mobile phones, the synchronization
messages ake different time to arrive and these message timeliness may impact the
vide @hronization. So, these applications should be based on middleware
inf@ture including dealing with message delays and message ordering
consistencies. If P/S architecture for social networks could deal with message
timeliness and ordering consistencies, real-time collaborative applications, such as [1]
might focus on synchronizing such video playback on multiple devices with different
playback engines and network bandwidth.

Therefore, in this paper, we present deadline-constraints causal order protocol based
on scalable P/S architecture for social networks, such as [6] to guarantee causally
ordered messages delivery of collaborative broadcast messages from brokers(providers)
to subscribers, especially for broadcast respecting A(a certain time deadline) for a real-
time collaborative video watching application[1]. Our proposed protocol could extend
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deadline-constraints causal order respecting A [9] in the context of scalable distributed
P/S architecture for social networks.

A causal ordering protocol ensures that if two messages are causally related and have
the same destination, they are delivered to the application in their sending order [9]. To
prevent causal order violation, either message might be forced to wait for messages in
their past or late messages might have to be discarded [9]. For real-time collaborative
applications [1] for social networks, the first approach is not suitable since when a
message has bypassed its deadline, all messages that causally depend on it might be
forced to bypass their deadlines. In real-time collaborative applications, such as [1], it
makes more sense to allow messages bypassing their deadlines to be droppe@, thart to
force many other causality related messages to bypass their deadlrnes , our
proposed protocol is based on gossip protocols giving preferences to | bers to
significantly reduce the number of messages traversing th Iong -dist n%work links.
So, in gossip protocols, it is turned out that reducing t traver§i kes reducing

messages bypassing their deadlines. And gossip pro re adeq for large scale
settings to build an overlay allowing complet ntr%

utions, and easily
deployable to scale in and out.

In our proposed protocol, because every er knows ab each other, it manages a
2-dimensional vector like in the protogol@eprese its knowledge that the last
message sent by a broker x to broker en sent at time t. On the other hand, every
broker drssemrnates the broadcast m ? mcl scalar variable, whose size is 1 for

i

one number, , the time-sta orma t represents the maximum gossip
round, Whlch means its deadj% me), to crlbers by using gossips. In between
brokers, because collaborative

adcasp ages are based on IP-Multicast and gossip
protocols to ensure bimod elrvery II interested brokers, their messages have
their unique deadline each orative applications. But, from brokers to
subscribers, becau messa e based on P/S using gossip protocols and
dependent on eac d|c 2ﬁsound in which only one member can generate and
send a messa.r the maxi number of gossip rounds is deadline(lifetime), all
messages disséminated r kers have the same lifetime as the maximum number of
gossip rounds. And the -stamp of the generated gossip round is as same as the one
of the maximum g s%round because every message is dropped when the deadline
expired. Each go‘@vound can be characterized as a unique notation represented in
colors. So, th -stamped information is represented in terms of colors. If two
messages A\%yB are generated in different gossip rounds respectively, they can be
represente two different colors. The maximum gossip rounds, the deadline
repr r@ In colors as the lifetime of the immediate message is piggybacked on each
bm% message and transmitted to subscribers in order for the subscribers to verify the
observdtion of causal ordering relation among all messages which sensor brokers have
received or sent before. Therefore, the proposed protocol implemented for P/S paradigms
based on gossip protocols results in very low communication overhead from brokers to
subscribers in the context of deadline-constrains causal order broadcast respecting A because
all messages sent by brokers have the same deadline and the subscriber group has changed
infrequently.

Copyright © 2014 SERSC 51



International Journal of Multimedia and Ubiquitous Engineering
Vol.9, No.5 (2014)

2. The Proposed Protocol

2. 1. Basic ldea

The proposed protocol, in between brokers, guarantee causally ordered delivery, respecting
deadline-constraintscausal order using 2-dimensional vector representing the knowledge for a
broker to know the last message sent by i to j has been sent at time t, like in the protocols of
Rodrigues et al. [9]. In the protocol [9], every message has a unique lifetime known as
deadline. The brokers might aggregate the reporting information based on the application
subscribers' needs, while guaranteeing the causally ordered delivery of messages. The
subscribers receive the aggregated information from their chosen brokers by ipystyle
disseminations. But, from brokers to subscribers, all messages disseminated by have
the same lifetime (deadline) as the maximum number of gossip rounds bec | messages
are dependent on each periodic gossip round in which only ne memb r@;enerate and
send a message. And in our proposed protocol, especiall oadcasti , the subscriber
group has changed little during the communication. So,@ssi o@r one subscriber
group can be characterized as a unique notatioted i lors. So, the time-
stamped information is represented in colors. Also,Nf a/mess s bypassed its deadline
and if its delivery violates causal order, then it,should be discartied. The time-stamp of the
generated gossip round is as same as Ihegu of the imum gossip round because
every message is dropped when the de d&% is. So, thetime-stamp represented in a color

of the generated gossip round is as sa eo e@maximum gossip round. Therefore,
only the time-stamp of the im%&essage% nted in colors of the lifetime is also
e I

piggybacked on each broadcast ge and ansmitted to subscribers. That is, the
proposed protocol needs a scalar, Which 51;%?91 for one number, because one color of the

lifetime represents the dea of th@\§ﬁ messages of each broker. So, our proposed
protocol is very scalable e of Iov)Qa ead from brokers to subscribers.

2. 2. Algorithm D&@Iion
In this secti escribe}@r osed protocol through an example of Figure 1, which

shows how in | eac @r generates and aggregates broadcast messages and causally
ordered delivery informa and an example of Figure 2 and 3, which shows how messages
and information are di Inated from brokers to subscribers.

The proposed p@a respects deadline-constraints causal order using 2-D vector between
brokers, like,in the protocols of Rodrigues et al. [9]. As an example, in figures 1 and 2, 2-D
vector descri’ﬁé&\e causal past of the message each broker i sends and receives for causal
order and vector;[x,y]=t describes broker i knows the last message sent by broker x to
bro @ een sent at time t. Figure 4 and figure 5 show the proposed protocol respecting
dea%constraints causal order, which introduces a new protocol based on P/S paradigms
between brokers and subscribers. The example of figure 1 shows how each broker = {A, B, C,
D} is participating in BrokerGroupl = {A, B, C} and BrokerGroup2 = {A, B, D}. In this
proposed protocol, when broker i sends a message, it associates a broadcast message m with a
specific deadline (deadline,,) and updates the entries of the array 2-D vectori[i]
corresponding to all the destination brokers.

Let us first a simple description of the protocol shown in figure 4 (lines MB1-MB2). V(x,y),
2-D vectori[x, y] is stored in 2-D vector,, and the broadcast message m with 2-D vectory, is
sent for all destination brokers. So, if broker j is one of the destinations, then 2-D vector;[i j]
is updated to the sending time of m, t,. So, we use m—m’&2-D vector,,<2-D vector,,
according to this approach, like in the protocol Rodrigues et al. [9].
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In this proposed protocol, when a broker sends and receives broadcast messages, there are
two cases, 1) the messages might be delivered to the application layer or 2) the messages
might have to be discarded. In the proposed protocol shown in figure 5, if m, which are sent
by j and received by i, has bypassed deadline,, and if its delivery violates causal order, then it
should be discarded. Let us a description of the protocol shown in figure 5 (line RMB2) for 1)
delivering a message. If the predicate Del ok = ((2-D vector;[j,i] <2-D vectory[j,i]) A (Vx#j :
(2-D vectory[x,i] < 2-D vector i[x,i])) is true, that means its delivery does not violate causal
order, then m can be delivered, like in the protocol Rodrigues et. al[9]. Also, if the predicate
logical_deadline,, = (current time = min({Deadline arr succy})) is true, then m can be
delivered, like in the protocol Rodrigues et. al[9]. This is the case of message mggi#'\g at
destination D in Figure 1. It means m;—mz&2-D vector,;< 2-D vector,,; and asefrived
and isn’t yet delivered at destination D not receiving m;. And, } n%ﬁredicate
logical_deadline,,>min({Deadline_arr_succ,})) is true, themggan be del his is the

case of destination D delivering m, and ms to the appli ayer, i n figure 1. In
this case, mz must be delivered before deadline,, in ord dline-constraints

late
causal order. As an example, upon the arrival of m 4 at&sj?vén D in Figure 1, the

logical deadline of message m, becomes deadllnem
Let us a description of the protocol shown j Flgure 5 (Ih? B1) for 2) discarding a

message. If the predicate too late = (de <current e) or Del viol CO = (2-D
vectory[j,i] < 2-D vectori[j,i]) is true, then ) |scarded predlcate too_late is the case of
m, arriving at destination D in figure rece essage m,, destination D delivers
m,and m; to the application layer an vect is updated to the sending time of msin
order not to violate deadline- cc&‘ causal 0 he predicate Del_viol _CO is this case,

which means, if the dellvery of oIates-ca@ order, m; should be discarded.

()
Be -Q@Brok
mm  Delivery of MS
#”™u Delaying deti SG
A Discardi
| Deadline t @

r@ng Matrix(2-D vector)

{A.B.C} Causal Order
{A.B.D} @Om~ COmy< @m;

Deadline,,; Deadline,,, Deadline,,;

N/ ->\
) \ \T delayed. \N‘

m, is discarded even if it
arrives before deadline,,.

The delivery sequence occursin that order as Vm,
<Vm; just before deadline,, ;

ENEE OOOE BB

B, &t &t & t Al 44ty B, oty t3 t3

Figure 1. 2-D(Dimensional) Vector for Causal Order Between Brokers
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This example of Figure 2 shows how in detail each broker aggregates the information of
causally ordered delivery sent to subscribers. In general, gossip protocols [4] take O(logN)
rounds to reach all nodes, which are not fault, where N is the number of nodes. The proposed
protocol is based on gossip protocols like as an environment of [4] from brokers to subscriber,
where O(logN) maximum gossip rounds is deadline(lifetime). As an example, in Figure 2,
there are the two broker groups, BrokerGroupl={A, B, C} and BrokerGroup2={A, B, D}, the
two subscriber groups, SubscriberGroupl={S;,S,;} participating in BrokerGroupl and
SubscriberGroup2={S,,S;} participating in BrokerGroup2, where N is the number of
subscribers and logN=2 is the maximum number of gossip rounds, that is, deadline. In our
proposed protocol, each broker has to send and receive each message with a 2- ect r'for
causal past using IP-Multicast and periodic gossips [4], respecting deadline-con ausal
order [9]. On the other hand, every broker disseminates the broadcast mes ing one
scalar variable, the time-stamped information that represents the maxmu@ p round of
the immediate message, which means its deadline, to su w%g:by goss If message m
disseminated by a broker has bypassed, deadllnem, the Id be d rded [9]. So, the
time-stamp of the generated gossip round is as he ne e maximum gossip

rounds. Therefore, the proposed protocol implem d for P, igms based on gossip
protocols results in very low communication head from ers to subscribers in the
context of respecting deadline-constraints be@l | messages, sent by brokers have the same
deadline and especially for broadcastlng, bscriber g has changed infrequently. In
our proposed protocol, each gossip can aracterlzed as a unique notation
represented using color. This pro é@ ocol gN + o colors because the maximum
number of gossip rounds is | may plication specific for buffering. As an
example, in Figure 3, it needs lors be the deadline is logN+1=3. So, the order in
which they appear is as foll a red d blue stand for each gossip round and is the
repetition in the maxmqur@p roun

. Brokeerup1= Brukm = {A.B.D}
. Subscrlber‘ . 8:} in Bro sroupl, SubscriberGroup2={S,. S;} in BrokerGroup2

* MNAX Gossip = llb@ﬂhere |Brokers| = N = 4 between Brokers

MAX Gossip-Round —(& 2, where |Subscribers| = N =3 from Brokers to Subscribers
* 3 different gossip rogfad\ids from Brokers to Subscribers, thatis, 1,2, and 3 @1 )2 3
+ 3 different gDSSl o ids between Brokers, that is 1, 2, and 3 .—]—.O—”l—.. 3

Only the maximum gossip round id given by brokers to subscribersin each step

By 61-G2(t,} AO1-8%(2,) B,S!-62(z,} B3%1-82(z,}

Figure 2. An Example of One Scalar Variable for the Maximum Gossip Rounds
of the Immediate Message
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Let us explain our proposed protocol in Figure 4 and 5 and an example of Figure 3. Each
broker has to manage the whole set of these vectors, 2-D vector between brokers. On the
other hand, every broker disseminates the broadcast message with deadline_color,, from
brokers to subscribers. In Figure 3, the deadline of the last sent message sent by B is red. So,
this message should be delivered before the immediate oncoming red. In this example, in the
first round, broker B generates the first broadcast message and the current gossip round color
s "red", denoted "redg;". Let us explain the protocol shown in Figure 5 (lines MS1-MS4).
The current_color is send_color,, and send_color,, is deadline_color; and deadline_colo,. The
broadcast message m with deadline_colo,, is disseminated for all destination subscribers for
deadline-constraints causal order. So, if subscriber j is one of the destinations, then&gtf)s?riber
i is updated as the sending group round, send_color,, = current_color. use
m—m’&deadline_color,<deadline_color,- according to this approach. In %ﬁd round,
broker A generates the broadcast message and the curren w%fsm roun

denoted "yellow,;". In the third round, B generates the
gossip round color is "blue”, denoted "blueg,". And after aximum gossip

he fi
round, the order in which they appear is as follows; w is restarting. So, in
the fourth round, broker B generates the broadcast ge an& ent gossip round color

is "red", denoted "redgs". Q
°
.—l{)—i. 3 different gossip round ids O \
@ Multicast [J] Gossip mmm Delivery ‘DISCﬂrdEd @&mtatmn Q& delivery { JPiggybacked Causal Info.

BrokerGroup1 —Gﬂn) S 2nd | | 3rd I | 4th |
BrokerGroup2 : B ° &{tl} “E{t } Bo%1-®(t;} BG1%2(1,}

— ﬂ AAfEn DOAnn
SubscribersGroupl in s |5 | i y L oty fy
SubscribersG roup2=(j :;'é? 4‘

: MAX_ Roundg; MAX Roundg;
1

\ MAX_Roundy; MAX Roundgs
A]GIG {t ] B, Gl G‘{t ]

C

*fo
<
%

! :
) ;
] i i
1 1 1
B, GLEy ) B.CLGe1 A CLC2 ) : : :
s, ) i :
A& BE o ~__BEHI ' i i
1_. 21, AL ) e LY i : :
S0 Q)0 5B o, lh____’--tE,H*Bl ‘ b
? L —— = —— "M‘_‘—'—"
Figure 3. An Example of Messages with One Scalar Variable from Brokers to

Subscribers

In this proposed protocol, when a broker disseminates broadcast messages to
its subscribers, there are two cases, 1) the messages might be delivered or 2)
the messages might have to be discarded. Let us explain the protocol shown in
Figure 5 (line RMS2) for 1) delivering a message and an example in Figure 3.
This is the case of message redgs arriving at subscriber S;. If the predicate
Del ok = (deadline colorp,>deadline_color;)vlogical_deadline,, =
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(current_color = min({Deadline_arr_succy})
Adeadline_coloryi,=current_color,,,) is true. This is the case of message redgs
arriving at subscriber S; not receiving B;. In the current red round, message
redgs should be delivered because the color of its deadline round is as same as
the color of the current round. And also, if the predicate
(logical_deadline,,>min({Deadline_arr_succ})) is true, message m should be
delivered. This is the case of deliveries of yellowa; and blueg, at subscriber Ss.
Upon the deadline of message redgs at subscriber S, the logical deadline, of
messages yellow,; and blueg, becomes the deadline of redgs; in ord%\pét to

violate causal order. As an example, upon the arrival of m, at

destination D, the logical deadline of messages m, and ms;becaonje dlinema.

For 2) discarding a message, when deadlin e%er'mﬁ ~color,,, at

subscriber S;, deadline-color,,, has arrived and @h s not delivered
i

to the application layer yet. This mea f 4the ‘'Wv0 messages are
represented in the same color, then the_oné&;"m, w@era’med in [logN+1|-
rounds ahead of the gossip round othe So, m has bypassed
deadline, and if its delivery V|0Iat sal orde\; en it should be discarded.
In figure 3, this is the case of,ég@ arrlvmg at subscriber S; On
receiving message redgg, s yellow,y, blueg, and redgs to
the application layer in not to vi deadllne constraints causal order.
So, if redg; has bypas d deadli N+1|—3, redg; should be discarded
because its delivery vj S cau er. Let us explain the protocol shown in

for carding message redg;. If the predicate
m %’ color) or Del viol CO = (deadline colory,<

hew m is discarded. The case of redg; is that the
#Message redg; was generated in the gossip round,
llogN+1| rounds, of the current gossip round and it has bypassed
deadline=|logN . And also, the latest message for all destinations is
updated af?erE ehiveries of yellowa, blueg, and redgz in order not to violate

Figure 5 (line
too_late(deadli
deadline_colg

predicate too_Tate is

deadline- ints causal order. So, redg; should be discarded.

@O
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Procedure multicast(m, deadliner,, Desty,) from brokers to brokers

(MB1) send_timey, « current_time;
(MB2) Vj eDesty, do 2-D vectori[i,j] < send_timen0d;
(MB3) let 2-D vectory, = 2-D vector; ;

(MB4) Vj eDestpdo send(m, deadlinen, 2-D vectory,) od;

Procedure gossip(m, Partialy,) from brokers to brokers

(GB1) select partial brokers(PartialBky) from local_view; x) ¢
ey E )

(GB2) Vj ePartialndo gossip(m, summarize(2-D vector;), PartialBky,) od;

Procedure multicast(m, send_colory, Desty,) from broke tc‘%cﬂoers

(MS1) send_colory, «<— current_color; \ Q
(MS2) Vj eDestndodeadline_color;, < sendcoQ )\)
(MS3) let deadline_colory, = deadline_colorj; XV

(MS4) Vs eDestydo send(m, deadlmeﬁ%

Procedure gossip(m, PamalSu% brok |bers
artialSubp, cal _view

A g

(GS1) select partial su
(GS2)Vj e(PartlaISuﬁpm gossip(m, s@anze(deadlme _colory))od;
V
Flgu endm\a cedures for each Broker

4. Performance uatl ‘%

In this sec@/v com rage throughput of our protocol based on gossip-style
dissemination p ocols t of a previous deadline-constraints causal order protocol [9]
in which all message the same timeliness constraints because of broadcast. In this

for gossupmg parameters. And we assume that processes gossip in periodic rounds, the gossip
t and identical for each process and the maximum gossip round is logN. The
ork message loss is a predefined 0.1% and the probability of process crash
a predefined 0.1% using UDP/IP. The group size of each sub-figure is 50, 100,
150 . Figure 6 shows the average throughput as a function of perturb rate for various
gres The x-axis is the group size and the y-axis is the average throughput in the
perturb rate, (a)20%, (b)30%, (c)40% and (d)50%. In the four subfigures from 6(a) to 6(d),
the average throughput of causally ordered delivery protocol based on gossip protocols from
brokers to subscribers is not a rapid change than that of the protocol based on traditional
reliable broadcast between all members.

comparison, we re‘$ et of parameters referred to Bimodal Multicast [3] and LPBCast [4]
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When one of brokers, P; receives multicast(m, deadliney, 2-D vectory,) from one of brokers, P; :
letDeadline_arr_succy, = {deadliney such that n-arrived and 2-D vectory, < 2-D vectorn};
lettoo_late = (deadlinen<current_time);

letlogical_deadliney, = (current_time = min({Deadline_arr_succm}));

letDel_viol CO = (2-D vectory[j,i] < 2-D vectori[j,i]);

let Del ok = ((2-D vectori[j,i] <2-D vectorn[j,i]) A (Vx# : (2-D vectorm[x,i] < 2-D vectori[x,i]));
(RMB1) if too_latevDel_viol_CO then discard(m)

(RMB2) else wait (Del_okvlogical_deadliney,) Delivery Condition: DC(m) x) °

(RMB3) V(x,y) : 2-D vectori[x,y] < max(2-D vectori[x,y] < 2-D vectorm[x,y]); : v

(RMB4) Delivery of m to P;

(RMBS) endif @

When one of brokers, P; receives gossip(m, summarize(2- D’ artialy, om on brokers Pj:

(RMB1) V(x,y) : if (2-D vectori[x,y] <2-D vectorn[X, y] en equest(m)

When one of subscribers, S; receives multicast ane colo ne of brokers, P; :
letDeadline_arr_succy = {deadline colorm at -arri dllne_colorm <deadline_colory };

lettoo_late(deadline_ colorm<curren co

let logical_ deadllnem—(current C mm({D;ad arr succm}) Adeadline_colormin=current_colormin);
letDel_viol CO = (deadline @rnﬁ deadhw 7

letDel_ok = (deadllrve deadlme COKQa

(RMS1) if too_ I |o| | COth card(m)

(RMSZ) ‘ el_okvlogical deadlinen) Delivery Condition: DC(m)

(RMS3) VDestr,: update .&

(RMS4) Delivery %Si
(RMS5) endif,&
Figw@%eceiving Procedures between Brokers and from Brokers to
Q Subscribers

[ine_colory;

&ne-constraints causal order for broadcast respecting A [9] is less expensive than the
protocol for multicast because of having the same timeliness constraints. But, in this case, our
proposed protocol and [9] are compared to each other in terms of scalability by showing how
many members execute by phases. In perturbed networks with subscribers join and leave,
deadline-constraints causal order for broadcast respecting A [9] is very expensive because
events of sending and receiving messages are governed by all members without
distinguishing between brokers and subscribers. On the other hands, the proposed protocol
based on P/S is more scalable than the previous protocol [9] because communications
between brokers and subscribers are based on gossip-style disseminations and the information
are managed only by brokers and the deadline of the information is one scalar variable,
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depending on the maximum gossip round. So, the management cost of the information is
cheaper than that of the previous protocol [9].

We know where the proposed protocol is useful. The approach is more preferable
especially for broadcast with hardly probable change of subscriber group membership. In the
network layers using some sort of ACK mechanism to ensure reliability, such a use of more
information for causal order is very expensive. If all members send and receive ACK in
broadcast, ACK implosion has incurred lots of problems, but gossip-style dissemination has
no ACK because members periodically gossip about the summary of received messages. And
this periodic summary can be used for our proposed causal order protocol. So, we argue that
gossip-style dissemination approach outperforms the existing ones in a broadcast gtoup, with
little change of membership in the context of a distributed fashion. Especiall Ns of

n%uﬁscribers
em. Also,
S because the
and brokers are

memory requirements, there are no needs of big memory between broker
because subscribers receive aggregated causal order delivery, information {fr
we think our proposed protocol is more attractive for

ob% y*of subis
message overhead of the mobility depends only on thg@pb r o%

more stable than subscribers.
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5. &ed Works

Mobicast [7] is a system for mobile live video streaming, allowing for novel collaborative
mobile multimedia applications that can enhance the viewing experience of mobile-casted
events. MoVi(Mobile Phone based Video Highlights)[2] is exploring “social activity
coverage”. This system [2] collaboratively senses the ambience through multiple
mobilephones and captures social moments worth recording. Theshort video-clips from
different times and viewing angles are stitched offline to form video highlights of the social
occasion. Social TV [8] is a general term for technology that supports communication and
social interaction in either the context of watching television, or related to TV content. [1] is a
mobile application allowing a group of people to collaborate remotely in real-time through
watching the same video on their mobile devices. ASIA [6] proposes a content-based

50 100 150 200

Group Size

(d)Perturb Rate 50%

Figure
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distributed publish/subscribe infrastructure for online social web platforms with better
capabilities for on-the-fly analytical and data processing. Early work in gossip-style protocol,
Birman et al. [3] proposes bimodal multicast thanks to its two phases: a "classic" best-effort
multicast such as IP-Multicast is used for the first rough dissemination of messages. The
second phase assures reliability with a certain probability by using gossip-based
retransmissions. But, Lpbcast [4] proposes gossip-style broadcast mechanisms based on a
local view instead of a global view. Lpbcast [4] is a completely decentralized protocol
because of no dedicated brokers for membership management. To ensure causal message
ordering, [9] proposes a novel causal ordering abstraction that takes messages deadlines into
consideration for distributed soft real-time applications. In deadline-constrained ¢ rder,
each message has its own deadline and, if it arrives on time, never misses its d I|n ue to

preceding messages. 6

6. Conclusions

In this paper, we present deadline-constraints ca
scalable P/S architecture consisting of a cluster @ bro fo roadcast of real-time
collaborative applications in social networks to 2uar ee caus dered messages delivery

prot respecting A based on

from brokers to subscribers. In between brok ecaus rative broadcast messages
are based on IP-Multicast and gossip prot heir me have their unique deadlines.
But, from brokers to subscribers, all mes dissemi brokers have the same lifetime
as the maximum number of gossip r cau sages are based on P/S using gossip
protocols, in which every round and p . So, the maximum number of gossip
rounds is the deadline of all es sent b er broker From brokers to subscribers, the
maximum gossip rounds e deadline sented in colors as the lifetime of the
immediate message is p|g ed on @ adcast message and transmitted to subscribers.
And if a message h ed its deadlire and if its delivery violates causal order, then it
should be drscarded ropose otocol needs one scalar variable because one color of
the lifetime re he de@d@ the last message of each broker. So, our proposed
protocol is v aIabI ausé of low overhead from brokers to subscribers on P/S
paradigms based ©n gossr cols in the context of deadline-constraints respecting A.
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