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In this paper, focus is on energy aware Q- fwwel\C) ensor networks in which each

sensor node randomly and alternatlvely in an r sleep mode. The active mode
consists of two phases, the full- actlv e an m\d i-active phase. When a particular
sensor node is in the full-active a he act%k e, it may sense data packets, transmit
the sensed packets, receive pa and relay eived packets. However, when the phase
of the sensor node switches from the full acl\S hase to the semi-active phase, it is only able
to transmit/relay data he par ensor node is in a sleep mode, it does not
interact with any other In thls pha5|s is also given on numerical analysis for
energy aware model. ergy e model for WSN is being also developed with active
and sleep featur StlflEO\@ mathematical analysis and results thereon.

Keywords: rgy c L%mlon Energy Aware Model, Wireless sensor networks, Active
Phase

1. Introductmn&
Wireless sensor networks are applicable for data acquisition that can be fitted to non-
accessible aifLEr region. It provided with dynamic and mobility architectural topology that
can mea erformance better than that compared to wired system. Wireless Sensors have
ications into various fields into motion detection, pressure, water, temperature as
r data aggregation in monitoring devices. Coverage area for any sensor is, typically
less than 10m. Every sensor implements the sensing; execute data and communication that
data via available wireless subnet among wireless network. In general, sensors are applicable
for data aggregation purposes. They have a stable format of data flow. Sensors, periodically,
send data on short span of time intervals. The data may be in few bytes. Commonly the data
value contains more than one sensed characteristics from different node in the wireless
subnet. On each successive data broadcast by a sensor node depends on application during
time interval. For example: for a sensor used into surveillance usage, the data collection will
be quite frequent for environment monitoring it could be significantly infrequent.
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In general, characteristics of any sensors te with architectural
configuration. Any WSN can be a fixed network d-hoc fx . With ad-hoc network,
S sub networks that achieve

any node as sensor node can establish themse{%;m clust
better performance for routing the packew eless sﬁ% With fixed network, a greater
lust

Transceiver

connectivity can be achieved by using ca access t(AP) that help in establishing the
communication among sensors from ther cluster over wireless subnet.
Sensors of different clusters or gr u verge% uch AP. Consequently, for such fixed
WSN, functionality of Intern klng Prot ) layer could be terminated. WSN are

provided with dynamic connectivity in wﬁ rV|ce discovery the sensor node and device
auto-configuration are inc Such are supported by higher layer services which
function over TCP/IP: %@nsor pro stack, it is difficult to eliminate TCP/IP. Also,
there is a number of imple tatlon of such services but none of them is adopted as a
standard. In the scu33| e that TCP/IP protocol stack does not fit well into the
requwements Qﬁ tlons d by wireless sensor design, wireless sensor network and
wireless sensor tata tran
Active Modes ‘\

Sleep Mode

Figure 2. Mode of Sensors [10]
We considered a WSN in which each sensor node may alternatively stay in two major
modes:
» Active mode
* Sleep modes.

The active mode further categorized into two more modes:
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« Full-active mode
» Semi-active mode.

From Figure 2, we know that a sensor can switch from the full-active phase to the sleep
mode or to the semi-active mode. It can also change from the semi-active phase to the sleep
mode or from the sleep mode to the full-active phase.

(@) The time for sensor in sleep mode is distributed exponentially with a mean of 1/B. If
any sensor is in the sleep mode, then it disconnects from the external world. After the sleep
mode duration, the sensor returns to the full-active mode or semi-active mode. o

distribution with a mean of 1/a. During this period, the sensor node may:
- Make packets conferring to a Poisson process at a rat

(b) The period for sensor in the full-active mode is the random time that @onential

- Relay packets coming from other sensors in confe Po sso cess at a rate of
AE;

- Process the data packets with random exponen me w1t of 1/p.

(c) The period in the full-active mode, the node,m h nge from either semi-active

mode or sleep mode. The earlier requires‘t
be processed and then later happen whe
the semi-active mode, the sensor

ere has t ast one data packet waiting to
are Qo packets waiting for processing. In

ess the data packets with random
exponential time with a me Q and it \rot send or receive any data that are
communicate from other sensor fredes. After cessing all data packets in semi-active mode,
the senor node will move to sIeep % atically.

that generated or f by oth nsor nodes for relaying dedications.

2. Backgro@nd e

We are currently aw
monitoring, the model
model of the com

(d) Every sensor enougli e and buffer with countless size for store the data

d Work

energy model, particularly, in design to use for online
Dunkels et al. [5]. However, its energy model, particularly the
ion system, which appears to be relatively simple. This categorizes
into only two stat r the microcontroller and the radio chip, respectively. Obviously, these
do not considué,all nodes for conceivable energy which stated in [8].

Some %r network test beds measure the consumption of energy by its nodes. In the

test bed [6] for example, only single sensor node’s residual energy is calculated
and comsidered. The “JAWS” test bed provides capabilities or residual energy for all existing
nodes in the network [7]. Though, capacities of nodes may be accurate and specifications are
restricted by the sensor nodes internally in ADC System (analog digital converter) and in
Bluetooth [9].

13

Commonly in random selection protocol for any Cluster Head (CH), transmissions era may
be categorized into stages or phase and into each phase a random Cluster Head (CH) selection
protocol is used. This can be categorized into three phases namely- Setup phase, Steady State
phase and Data transmission to sink phase as shown in Figure 3.
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Figure 3. All Phase into Communication for Wireless Sensor Network

Phase

3. Data Transmission ]

In Setup phase, Cluster Heads are selected among the regular sensor nodes based on
certain parameters (For e.g., nodes energy level and number of times this node has been
selected as CH previously). Selected CH broadcast an advertisement message to all other
nodes. All remaining nodes get themselves associated to their nearest CHs. In Stgady state
phase, during the contention period, all nodes keep their radios on. The cluster- I%g»ﬁds a
TDMA schedule and broadcasts it to all nodes within the cluster. There are %&and one
data slot allocated to each node in each frame. Data are transferred from Q de to their
respective CH within the TDMA time slot previously ass to'the transmission
to sink phase, the collected data at each CH or Base S d to the sink.
The process of selection of CH is based on the proto nin Flﬁﬁs}

2.1. Comparison into Energy Consumption x

For individual sensors sense data and trans Iuster CH) using single hops as in
[11]. Here we assume that all sensor nod ina clust time division multiple access
(TDMA) to access their CH. Data is ted ividual sensor nodes [3]. The CH
(current CH) processes and aggre llec \} from its own sensors, child CHs
(previous CHs) and transmit to |t$ CH (n towards to the base station or sink via
other CHs with multiple hops. comgupication round base station get equal amount of
data. Clustering reduces the @ta to be tran&Q ed to the base station by processing all data

locally.
5
> ‘% Ener
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Figure 4. Survey for energy consumption

In the paper [4], it has been observed that the term ‘network life time’ is stated as either
time until the last (or first) node dies or the time until a particular percentage of nodes in
wireless network dies. We accept the first definition, in which last node dies. It is central
consider in note that every node or Cluster Head (CH) can die either because it goes out of
battery, or death of other Cluster Heads isolates it from to its BS(Base Station).

The energy utilize by a sensor node that can be attributed to: microcontroller processing,
radio transmission and receiving, sensor sensing, transient energy, sensor logging and

30 Copyright © 2014 SERSC



International Journal of Multimedia and Ubiquitous Engineering
Vol.9, No.5 (2014)

actuation. We assume that all sensor nodes (except Cluster Heads) are homogeneous,
therefore energy utilize for all activities (excluding for communication energy due to different
transmit distances to its Cluster Head ), are the same for each sensor node.

The total number of data packets in single round is totality of data packets received from
sensor nodes in its own cluster and incoming data packets from sub-cluster heads (CHSs).
Therefore, the transmitting and receiving energy used by Cluster Head (CH) is higher than
that of a normal sensor node because of the additional data aggregation and processing tasks
associated with it.

A sensor consumes its energy in order to carry out three main func'u@

3. Energy Model x)
%ﬂuisition,

communication and data processing:

[ ]
1) Acquisition: It is the energy utilization to perfor ;ini is generally negligible.

Nonetheless, it differs in considerable proportion on the t f monitoring being
carried out over network. ,\

2) Communication: It utilizes more energ any ethéL.assignment or task. It includes
the communications in terms of emission a eption viaﬁp ntenna [6].

to communication energy. Theengrgystequired d 1KB over a 100m distance is roughly
equivalent to energy needed to “performe3 @Iion instructions with speed of 100 MIPS
(million instructions per seC(@. \

3.1. Performance Clsxh‘:&ﬂstics \’
Consider k;>1 b% |ghtimmat applies to Cluster Head (CH) to specify by how

much it utilize ergy tha erteral sensor node for energy source i, with i=1,2,3,4 for
processing, tra ting d@eiving, sensing and sensor logging, respectively.

3) Data processing: The enﬂjﬁr thgﬁg\iga{ion process is very low in compared

The sensing schem lons to the sensor node power consumption are: signal sampling
and conversion of al signals to electrical signals, signal conditioning, and analog to
digital conversion C). Let L.y, be the total current required for sensing activity and
Teense DE the Tk%;iuration for sensor node sensing. We evaluate the total energy dissipation

for sensing @ ty for b bit packet,£..,..  at the sensor node per round by
@O E ponanyg ) = b Wy lcogon Teoman
And, the total energy dissipation for sensing activity at the Cluster Head per round by
Eser!se,_-,-.,- (hg) = hg Eser!se,\,- (b)
Where ¥, is the provided voltage.
Sensor logging utilizes energy used for scanning the ‘b’ bit packet of data and loading it

into memory [3]. Sensor logging energy utilization for a sensor node per round is estimated
by
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bs;r'.w {bj = Enr.'d + Esrr.'r!
{Imcd load + Isrcr'rsn:r':]

Where Ey,.4 is energy utilization for writing data, E..., is energy utilization for reading ‘b’
bit packet data, I;,-s and I..., are current for loading and scanning 1 byte data. Energy
utilization for logging sensor readings at the Cluster Heads per round can be estimated by

Eing,;,-.,- ':hw 'EJ:] = h‘:lEEngN ':'EJ:]
microcontroller is attributed to two components:

v Energy loss from swapping from one mode to another, F.mcu
v’ Energy loss due to drop of current, Eg,.,,

This energy consumed by drop of current, oc u%p& old current flows

between ground and source of power. Total ener er5|o ’gv te by the sensor node
used for ‘b’ bits of data processing.

EI’.‘L?‘I‘J"‘E’S"‘ {BLJNU cls BL@ arg @F ; Ingmbr

Total energy dissipation by ngér head, E%mnm per round is given by

Edl.?ﬂ‘*?’sﬂ,:n- {‘l@iﬂh‘rr} nﬂ@d&pemew {hiJNrjr[e}

is t ber on%)ck cycles per task, C,.is the average capacitance

swapped per cy. he le rent, n, is constant which depends on the processor, ¥;
is the thermal age, and f or frequency. Assuming that sensor nodes only sense data
and transmit to lu ster@ nce during each round.

This level might ; ch reliant on the circuitry installed in the nodes and the features

[ ]
The power consumption for aggregation and processing of data mainly qtilw the

r_]. nn

Where ¥

cycle

requested. To recei essage of ‘k’ bits, the receiver then consumes:

& E[[i’!?l:i’{i:] = {{25 - 13{:5'9[& + iE:mp{d[]E}}

s1ec Epresents energy utilize in transmission, E,,.,amplification, k the message
leng the transmitter/receiver distance and a a factor defining attenuation.

Using above equations, the energy consumed during data transmission from source
towards the destination going through intermediate nodes aligned in a row is written as:

n
Eiinear = kIZ{EEEEEE + El:?‘r._ﬂ {dija}}
i=1

Ejmezr 1S minimum when all di are equal toD /n,when the number of hops is at its optimal
value:
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D
Mopeimal = |ﬂ’. i J
cha

d —Esuer &
== Ochgr = Enmp':ﬂ_l:]

The optimal number of hops depends on the propagation loss coefficient aand the
transmitter and receiver parameters [11]. By replacing d qq-in statementE,..., we obtain

the following relation:
)

3.1.1. Packet received: If x;stands for number of events detected by pa@gz Hode, the

number of packets relayed by this particular node is given by:
BE=n—it+xm ﬁ @

Consider the existence of an underlying supe, rot% xp)charge of building

Enpr[m:[ _ 2 Moptimal Eopee @
linggr M a—1 — Bac

and updating the routing tables for nodes. Then me ber seen by each node is:

e

The average number of trans&@ ets '\'@ de i may be estimated as:
mct _@ + Mg @

Where ‘n' is numbe& odes WI e linear sensor network and i the node under

consideration.

3.1.2. Total E ost for : From the average number of sent packets, the average
energy consum k= thm ar sensor network may be computed as:

S
@Ecr—b[r = Mg +Z[Npil't{g‘!'|: + eac + ers (d;)))]

i=1

4. Exp & Result and Analysis
|

QLS on, we made wireless sensors with 21 nodes of four clusters having each 5
g%nsor nodes and one Cluster Head (CH). Node Id 21 is ‘sink node’ or Base Station
wireless network and Node Id 4, 8, 12 and 18 are Cluster Heads (CHSs) as depicted in

Flgure 5.

For experimental purpose, we simulate our result on QualNet 5.2 with simulation area 100
X 100 meters and simulation time is taken 300 seconds. We analysis four energy model
namely Generic, Mica, MicaZ and User specified.

In Generic Energy model, transmit circuitry power consumption is set with 100mWw,

receive circuitry power consumption 130mW, idle circuitry power consumption 120mw and
sleep circuitry has no power consumption.
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Figure 5. Architectural View for Sensor Node x)
r@gy models.

We use user specified energy model to make comparable with existi
User specified model is put with 280mAmp of transmissi ent loa
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Figure 13. Energy Consumed
(mWh) in Sleep Mode

paper, we have analyzed a realistic and comprehensive energy model for WSN. The
energy” utilization among different sources in considered setup of a sensor node was
experimented over four different energy models. The results point out that regular energy
models overvalue real sensor node lifetime. We also have applied our model to a LEACH-
type protocol to get precise evaluation of the energy utilization and lifetime of node.

It has been observed that Mica and MicaZ Energy model specifies more reliable result over
user specified model of energy. Into Some cases, Generic Energy Model has shown at par
result, especially in sleep and idle mode for regular sensor node.
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