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Abstract 
 

In our previous work, a user similarity-based contents recommendation service using NFC 

was proposed for the same goal. This service used a small sample because it used only 

information of the user who had watched a museum. However, it has been shown that there 

are some limitations resulting from the difficulty of accurately predicting the user's 

preference. In order to lift this drawback, this paper introduces a user taste prediction service 

using big data for improving user-friendliness to a maximum. The proposed service predicts 

the user's taste using big data such as Twitter and blogs. It is possible to predict the exact 

user's preference and might recommend more suitable contents to the user's taste because it 

predicts the user`s taste using big data with a variety of user's social network information. So, 

it can recommend contents that match the user's taste. Our simulation results show the 

proposed big data-based approach can give each museum visiting user more accurate 

recommendation service appropriate to his or her taste compared with the previous one in 

terms of user preferences to exhibition-related contents. 

 

Keywords: Museum Viewing, Contents Recommendation, User-friendliness, Social 

Network, MapReduce 

 

1. Introduction 
Big data concept means a datasets which continues to grow so much that it becomes 

difficult to manage it using existing database management concepts and tools [1]. The 

difficulty can be related to data capture, storage, search, sharing, analytics and 

visualization etc. Big data can help to gain insights and make better decisions. Big data  

present an opportunity to create unprecedented business advantage and better service 

delivery. It also requires new infrastructures and ways of thinking about the way 

business and IT industry works. Much of the current discussion about big data analytics 

today focuses on managing and analyzing unstructured data from business and social 

sources such as e-mail, videos, tweets, Facebook posts, reviews, and Web behavior [2, 

3]. While this type of big data analytics promises to provide significant value to 

organizations, data generated at the edge of the network from sensors and other devices 

represents another huge, untapped resource with the potential to deliver insights that 

can transform the operations and strategic initiatives of public and private sector 

organizations [4]. 
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We presented a user similarity-based contents recommendation service using NFC [5]. 

This service used a small sample because it used only information of the user who had 

watched a museum. So it had some drawback that it is difficult to accurately predict the user's 

preference. It had a problem that it cannot recommend the exact content that matches the user 

taste because the accuracy of the prediction of user taste may be low.  

To solve the problem of the previous service method, we present a new method of 

predicting the user's taste using big data. The proposed service predicts the user's taste 

using big data such as Twitter and blogs. It can recommend contents that match the 

user's taste. It is possible to predict the exact user's preference and might recommend 

more suitable contents to the user's taste because it predicts the user`s taste using big 

data with a variety of user's social network information. Also it can recommend a 

personalized content appropriate to the user, regardless of the number of users who 

have watched a museum. So, it can provide smooth services in museums the number of 

users is very high. 

The rest of the paper is organized as follows. In section 2, we review the related work and 

in section 3, present our big data-based user taste prediction method. Sections 4 and 5 show 

experimental system architecture and evaluation results respectively. Finally, section 6 

concludes this paper. 

 

2. Related Work 
The MapReduce programming model is designed to process large volumes of data in 

parallel by dividing the Job into a set of independent Tasks [6, 7]. The Job is referred to 

here as a full MapReduce program, which is the execution of a Mapper or Reducer 

across a set of data. A Task is an execution of a Mapper or Reducer on a slice  of data. 

So, the MapReduce Job usually splits the input data set into independent chunks, which 

are processed by the map tasks in a completely parallel manner. Fig. 1 illustrates the 

Hadoop architecture. The Hadoop MapReduce framework consists of a single Master 

node that runs a JobTracker instance which accepts Job requests from a client node and 

Slave nodes each running a TaskTracker instance [8]. The JobTracker assumes the 

responsibility of distributing the software configuration to the Slave nodes, scheduling 

the job’s component tasks on the TaskTrackers, monitoring them and reassigning tasks 

to the TaskTrackers when they failed. It is also responsible for providing the status and 

diagnostic information to the client. The TaskTrackers execute the tasks as directed by 

the JobTracker. The TaskTracker executes tasks in separate java processes so that 

several task instances can be performed in parallel at the same time.  

The MapReduce input data typically come from the input files loaded into the HDFS. 

These files are evenly distributed across all the nodes in the cluster. In Hadoop, 

computer nodes and data nodes are all the same, meaning that the MapReduce and 

HDFS run on the same set of nodes. At the mapping phase, the input file is divided into 

independent Input Splits and each split of these Splits describes a unit of work that 

comprises a single map task in the MapReduce job. The map tasks are then assigned to 

the nodes in the system based on the physically residence of the input file splits. 

Several map tasks can be assigned to an individual node,  which attempts to perform as 

many tasks in parallel as it can. When the mapping phase has completed, the 

intermediate outputs of the map tasks are exchanged between all nodes; and they are 

also the input of the reduction tasks. This process of exchanging the map intermediate 

outputs is known as the shuffling. The reduce tasks are spread across the same nodes in 

the cluster as the mappers. The output of the reduce tasks is stored locally on the slave 

node. Technically, a MapReduce system is a framework for processing data in chunks. 
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A framework is a collection of functions that can be called by user code, and that may 

also call user-defined functions, which are then named callback functions. A 

MapReduce system has the following properties: 

1. The format of the input data can be chosen freely. 

2. The output data consist of pairs of arbitrary keys and values. 

3. Processing happens in two consecutive phases, using two user-defined functions: 

mapper and reducer. 

4. The mapper function creates intermediate results (pairs  of keys and values of 

arbitrary type each) from each input chunk. 

5. The reducer function is applied in unison to all intermediate  results with the same 

key, and produces arbitrarily many final results. 
 

 

Figure 1. Hadoop Architecture 

 

Figure 2. Schematic overview of MapReduce processing 

Additionally, there is a main function in a MapReduce framework that has to be 

called by the user to specify the MapReduce program to be run as a job: which mapper 

and reducer function to execute and which data to process. MapReduce employs 

multiple user-defined functions operating on arbitrary data types. For a MapReduce 

program to be correct, the types of the data items and of the functions need to be 

compatible with each other. MapReduce owes its name to the two main phases into 

which its execution can be divided: the Map phase (in which mainly the mapper 
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function executes) and the Reduce phase (executing the reducer function). This is 

illustrated in Figure 2. Rectangles represent chunks of distributed (input, intermediate, 

and output) data, and ovals labeled “worker” represent nodes executing user-defined 

functions. In each phase, processing can happen in parallel. In  contemporary 

applications, the computation is typically distributed over a cluster of hundreds to 

thousands of worker nodes, controlled by a single master node. In this distributed 

setting, large sets of data have to be serialized (converted to a representation suitable  

for transport over a network), communicated over the network, and de-serialized during 

a MapReduce computation. As this may incur huge communication costs, MapReduce 

also contains a feature that optimizes locality in the Map phase: the mapper function, 

operating on a particular chunk of input data, is typically computed on the same node 

on which the chunk is stored.  

There is an extension to MapReduce that enable communication to be reduced even 

further: the combiner function. A combiner function is a third user-defined function that 

processes the intermediate data after the mapper function has produced it and that is 

executed on the same node using the data in memory [7]. This leads us to subdivide the 

two phases of a MapReduce computation further, as illustrated in Figure 3. The outer 

rectangles represent the two phases and the inner ovals sub-phases in the execution of a 

distributed MapReduce program with combiner function. 

In the Map phase, the input is split up into chunks (split1), which are fed to the 

mapper function (map). The intermediate results produced are then split up again 

(split2; this is needed to create the partitioning desired for the final output) and sorted 

(sortA) to guarantee a deterministic order of processing. All intermediate results  stored 

on one node can then be pre-reduced (a.k.a. combined by the combiner function, 

combine), which may reduce the size of the data to be sent over the network. 

In the Reduce phase, the pre-reduced intermediate results received by a node have to 

be sorted (or merely merged, sortB) to establish the desired order, and can then be 

processed by the reducer function (reduce), which in turn produces a partition of the 

final output. To make use of this optimization, the programmer has to write a third 

function besides a mapper and a reducer function. Since it has been noted that the 

reducer function can often be reused as the combiner function in the same MapReduce 

program [7], additional code might not be necessary. 
 

 
Figure 3. Phases and sub-phases in MapReduce processing 

 

3. The User Taste Prediction Method 
In this paper, we propose a user taste prediction services using big data. It predicts 

the taste by using the information of many users.  The proposed method is composed of 

three stages. First, it extracts the users to be used for the method for predicting the 

user's taste. In order to extract the users, it uses the viewing information of the current 

user. It extracts the users with viewing information through the analysis of big data. It 

selects the users with more than half the viewing information from the user that has 
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been extracted. In Figure 4, user[i] represents user i in the big data. User.Count 

represents the total number of users. ViewingInfo[j] represents the viewing information 

of current user j. SimilarTasteUserList is a list of users who have a taste similar to the 

current user.  
 

Algorithm 1 extracting the users 

1: Procedure extractUsers 

2: for each user[i] in the big data, i= 1,2,…,User.Count do 

3:   for each ViewInfo[j] in the ViewingInfo of current user,  

j= 1,2,…, ViewingInfo.Count do 

4:     if ViewInfo[j] exists in the Taste list of user[i] then 

5:         SimilarTasteUserList.add(user[i]); 

6:     end if 

7:   end for 

8: end for 

9: return SimilarTasteUserList 

Figure 4. Extracting the Similar Taste User 
 

Second, by using a user that is extracted, it generates a prediction contents list for the 

prediction of user taste. Because it is the users who have a taste similar to the user, the 

user also prefers the contents they prefer. So, in this paper, we extract the contents that 

users with similar tastes like in this way. In order to extract these contents, we use a 

frequency analysis method. It performs a frequency analysis method. And it extracts the 

contents frequently. After applying this process to all users extracted, it generates the 

predicted contents list. In Figure 5, FREQ() is the frequency analysis method. MODE() 

extracts the contents frequently. PredictionContentsList is a list of the predicted.  

Finally, in order to recommend appropriate contents, it generates the contents 

recommendation list. The content recommendation list is determined by comparing the 

analyzed content recommendation list which is obtained by using the viewing 

information of the user with the prediction contents list obtained in the previous step. It 

extracts the contents that exist at the same time in the two lists. Then, in the remaining 

list, it extracts the contents that have been preferred by many users. It recommends the 

contents that are extracted through these processes to the user. 
 

Algorithm 2 extracting the PredictionContents 

1: Procedure extractPredictionContents 

2: for each user[i] in the SimilarTasteUserList,  

i= 1,2,…, SimilarTasteUserList.Count do 

3:   var result = FREQ(user[i]); 

4:   PredictionContentsList.add(MODE(result)); 

5: end for 

6: return PredictionContentsList 

Figure 5. Extracting the Prediction Contents 
 

4. Experimental System Architecture 
Figure 6 shows the system architecture of the content recommendation service based 

on the prediction of user taste using big data. The proposed system consists of two 

parts: Museum Viewing System and Big data Platform. Museum Viewing System 

collects viewing information, recommends content to users. Big data Platform collects 

big data information and predicts user's taste. User Viewing Info Collector collects 

user`s viewing information that is viewing exhibits and viewing path. Viewing Taste 
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Analyzer through the collected information analyses the user's taste. By using predicted 

user taste information, Contents Recommender recommends customized content to the 

users. 

Figure 7 shows the Data Collector Module that collects information on big data that 

is used to predict user taste. By using Crawler, it collects the contents of the Web pages 

such as blogs and social media such as Twitter. By using Flume, it stores the collected 

data in HDFS. 

Figure 8 shows the Data Processing Module that analyses data collected from the 

Data Collector by using NLP (natural language processing). It performs NLP process 

using the user`s viewing information. At this time, NLP requires a long analysis time. 

So, it uses the MapReduce that can shorten the NLP processing time. By using Data 

Mining, it extracts the available data to predict user taste. The User Taste Predicting 

Module predicts a user taste through comparative analysis of the information processed 

by the data processing module. Through the predicted information, the proposed service 

recommends a personalized content to the user. 

 
Figure 6. User Taste Prediction System Architecture 

 

 
Figure 7. Data Collector Module 
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Figure 8. Data Processing Module. 

 

5. Performance Evaluation 
In this section, we can show how effectively the proposed service can recommend 

users their favorite contents and solve the problems of existing service. Our 

experimental environment is in Table 1. 

We assume that the number of exhibition rooms is ten and each room has three areas. 

So, there are a total of 30 areas. Each area has two exhibits. So, there are a total of 60 

exhibits. Each exhibit has one related contents. So, the total number of contents is 60. 

The number of previous visitors is 100. The number of user in the big data is 500. We 

assume that previous visitors watch at least three exhibitions, stay at least five areas, 

and watch long at least five exhibits. 

Table 1. Experimental Environment 
Parameter Value 

No. of Exhibition Rooms 10 

No. of Area 30 

No. of Exhibits 60 

No. of Contents 60 

No. of Previous Visitors 100 

No. of Big data User 500 

 

 
Figure 9. Contents Preference of User A 
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Experiments are performed to find out how the preference values for the present user 

are changed depending on which services are applied, that is, users similarity method 

based on tagging patterns [5] and proposed method. In order to evaluate the proposed 

method, we set up two users. The first user has watched rooms 1, 3, 5, 7 and 9 and 

stayed at area 3, 8, 15, 20 and 27 and tagged exhibits 2, 3, 14, 17 and 27.  His or her 

favorite contents would be 1, 3, 17, 34 and 53. The last user has watched rooms 1, 2, 4, 

8 and 9 and stayed at area 3, 6, 12, 22 and 26 and tagged exhibits 3, 5, 10, 22 and 25.  

His or her favorite contents would be 4, 5, 24, 44 and 50.  

In the first experiment, Figure 9 shows that each method is applied about the first 

user. The contents 1 which is the first user`s favorite contents have low preference 

values in the tagging pattern based methods, but high preference values in the proposed 

method.  

In the second experiment, Figure 10 shows that each method is applied about the 

second user. The contents 44 which is the third user`s favorite contents have low 

preference values in the tagging pattern based methods, but high preference values in 

the proposed method. 

Through experiments, we can show that the proposed method is better than the 

tagging patter method. So, the proposed service can recommend appropriately contents 

more than tagging pattern method. 

 
Figure 10. Contents Preference of User B 

 

6. Conclusions 
This paper introduced a method of predicting the user's taste using big data. The 

proposed service predicts the user's taste using big data such as Twitter and blogs. It 

recommends a personalized content to user based on the predicted taste. It is possible to 

predict the exact user's preference and might recommend more suitable contents to the 

user's taste because it predicts the user`s taste using big data with a variety of user's 

information. Also it can recommend a personalized content appropriate to the user, 

regardless of the number of users who have watched a museum. So, it can provide 

smooth services in museums the number of users is small. Through experiments, we can 

Onli
ne

 V
ers

ion
 O

nly
. 

Boo
k m

ad
e b

y t
his

 fil
e i

s I
LLEGAL.



International Journal of Multimedia and Ubiquitous Engineering 

Vol.9, No.5 (2014) 

 

  

Copyright ⓒ 2014 SERSC  271 

show that the proposed method is better than the tagging pattern method in terms of 

user preferences to exhibition-related contents. 
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