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Abstract \% Q)

In this paper, an interaural time difference ( estl % od is proposed for
I
T

binaural speech separation in reverberant enyironments. e auditory signals are
represented in the time-frequency (T-F) dc@and .th for each T-F bin is then

estimated using generalized cross-corrél (GCC) a maximum likelihood (ML)
weighting function. In particular, the elg nctlon is designed to reduce the
reverberation effect. Then, a mask |;6&ed ing the estimated ITD with the ITD
corresponding to the location re-defi get speech source. Finally, the target

speech is separated by apply he magsk th auditory signals. It is shown that the

proposed ITD estimation m\@gd outperf conventional cross-correlation-based ITD
estimation method under erant tons in terms of the signal-to-noise ratio (SNR)

and signal-to-distortj n& (SDR) Sr eparated speech signals.

Keywords I tlme e, generalized cross-correlation, maximum likelihood
weighting, bln spee ra ion, reverberant environment

1. Introduction

In the human ;@My system, a desired signal can be localized and separated by the
difference int al arrival time at each ear [1]. In a similar fashion, binaural speech
separation @t!ches have attempted to separate sounds into target speech and noise
accordin e interaural time differences (ITDs) when the sounds are captured from two
diff @crophones [2-4]. In other words, these approaches estimate the ITDs in all time-
freq (T-F) bins, and then estimate a mask by selecting the ITDs that are consistent with
the ITD corresponding to the location of the target speech signal. It should be noted that the
estimated mask indicates whether a T-F bin mainly includes the target speech signal or noise
signals dominantly [5, 6]. Consequently, the target speech signal can be retrieved by applying
the estimated mask to the microphone signal. Therefore, a correct estimate of the ITD is
essential to obtain high-quality separation performance.

In general, ITDs can be easily estimated as time lags in which cross-correlation (CC)
between the recorded signals at a pair of microphones is maximized [7-9]. Although the CC-
based approach is very efficient and simple, certain problems may occur in reverberant
environments. For example, echoes arise from room reverberation, which weakens the
reliability of the ITD estimate and degrades the performance of the binaural speech separation
[10-12]. Therefore, reverberations make binaural speech separation a very difficult task. To
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increase the feasibility of a binaural speech separation system in reverberant environments, it
is necessary to develop an ITD estimation method that is robust to reverberant conditions.

Thus, this paper proposes a reverberation-robust ITD estimation method. To this end, the
ITD for each T-F bin is estimated using generalized CC (GCC) with a maximum likelihood
(ML) weighting function, where the ML weighting function is designed to reduce the
reverberant effects.

Following this introduction, Section 2 describes a binaural speech separation system
employing the proposed ITD estimation method. Then, Section 3 proposes a robust ITD
estimation method in reverberant environments by incorporating the GCC with an ML
weighting function. Next, the performance of the proposed ITD estimation @d is

evaluated in Section 4. Finally, this paper is concluded in Section 5. Y

em employing the
inly composed of
ask estimation, and

2. Binaural Speech Separation

Figure 1 shows a block diagram of a binaural speec *e%/
proposed ITD estimation method. As shown in the figukg,

four processing modules such as gammatone anal esti
speech reconstruction. The following subsections deseribe eaCh,0

in detail.
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Figure 1. Block di of a binaural speech separation system using the

pr d ML-GCC based ITD estimation method

2.1. Gamma%rA alysis
Let xl(n@ x,(n) be dual-channel input signals sampled at a rate of 16 kHz. They are

deco into auditory signals by a gammatone filterbank [13], which is a set of
gan%ne filters whose center frequencies are linearly spaced on an equivalent rectangular
bandwidth (ERB) scale [14]. Note here that the gammatone filters have different group delays
depending on the frequency bands, resulting in a phase shift between the frequency bands. To
compensate for such a phase shift, a phase correction term is applied to the impulse response
of each gammatone filter [15]. The decomposed auditory signals are then segmented at a
frame rate of 100 Hz using a rectangular window with a time resolution of 20 ms. From now
on, dual-channel auditory signals for the ij-th T-F bin are obtained and denoted as x;’(n) and

x;(n).
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2.2. 1TD Estimation

Basically, the ITD for each T-F bin is estimated as a time lag in which a CC of the
corresponding T-F bin is maximized [9]. In this paper, to estimate the ITD, the auditory signal
for the ij-th T-F bin is first de-trended to reduce the reverberation effects [16]. The de-trended
auditory signals are then used to compute GCC instead of CC because GCC offers better
performance than CC if a proper weighting function is used in the frequency domain [17, 18].
In addition, the weighting function is designed under a maximum likelihood criterion to
further reduce the reverberation effect, and thus it is referred to as an ML weighting function.
Consequently, the ITD estimation method in this paper is called an ML-GCC based method.
Let us define the ITD for the ij-th T-F bin estimated using the proposed ML-C&)é'sed
method as tii, which is further described in Section 3.

2.3. Mask Estimation 6

Assuming that the speech source is located in front of ones, t.e., at an angle of
0°, the ij-th T-F bin is determined to be a speec J corres to an angle of 0°.
Otherwise, it is determined to be a non-speech b|n Notg that the’signal is arriving from
a position at an angle of exactly 0°, there is theosetically no ti erence between the two
microphones, resulting in an ITD of 0. Ho@to allo me tolerance in the ITD, the
region within +£10° is chosen as the locati the target ech signal. Therefore, a binary

mask for the ij-th T-F bin, mii, is glven

A 'f"%f*”

where ¢ represents a fl factor set to 0.01. In addition, » is a pre-defined
threshold that is calc &

QQ \9‘%" L0 L] @

where c is the speed d dis the dlstance between the two microphones, f, is the
sampling frequency ?b' indicates the ceiling operator. In addition, & denotes the angle
for the location of'&und source in radian and is set to 7/, as mentioned earlier. Thus, the
value of 5 in comes 2.

@Reconstruction

Theyfinal step of the binaural speech separation system is to retrieve the separated target
speech signal. To this end, auditory signals of the target speech are first estimated using
multiplying masks to input the auditory signals. In particular, the mask in (1) is multiplied to
x’(n). Because a phase shift between the frequency bands should be compensated, as

described in Section 2.1, the estimated target speech for the i-th frame, $§i(n), is obtained by
taking the sum of the auditory signals over all of the frequency bands as follows:

§i(n) = j:i:x;"(m -m 3)
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where J is the number of frequency bands and is set to 32 in this paper. Finally, §(n) is
reconstructed from $i(n) using the overlap-and-add (OLA) method.

3. Proposed ML-GCC Based ITD Estimation

This section proposes a robust ITD estimation method robust in reverberant environments
by incorporating the ML-GCC based approach for the ITD estimation. It is assumed here that
the auditory signal in each T-F bin is composed of a direct signal and reverberant signals,
where the reverberant signals are defined as down-scaled and delayed versions of the direct
signal since they arrive later than the direct signal. Therefore, the auditory signalxthﬁi-j—th

T-F segment can be represented as

X 0 = Dw(k) Cy @
where Xii(k) denotes the k-th frequency component of dltory at the ij-th T-F
bin, and Dii(k) and Rii(k) denote the direct a eran mponents of Xii(k),
respectively. In addition, s(e{1,2}) indicates elther cha d g, is a down-scaled
gain for the s-th channel. From (4), the relationshi between Xu and Rii(k) is derived as
Rw(k)l 0\ (5)
asun S|gnals an ML weighting function can

By considering all the reflecte
be represented as

’9 @'(k” . (6)
\ "ol % X GRIG G- (X2 (k)

~ 99

where

= ()
C(1+0,)(1+9,)
In this paper, G is 0.45 from preliminary experiments. Using the ML weighting
function defined in& ML-GCC function is defined by [19]

'\&, G (K) = W () X (K)(X2 (K) (8)
where * de@ a complex conjugate. The ITD for the ij-th T-F bin is then estimated as
ITD(i, j) =arg maxCii(z) 9)

where Cii(z) is the real part of the inverse Fourier transform of Gii(k). In addition, 7 is a
time lag ranging from -8 to 8, corresponding to an angle of -90° to 90° at a sampling rate of

16 kHz.
4. Performance Evaluation

The performance of the proposed ML-GCC based ITD estimation method was
evaluated in terms of the signal-to-noise ratio (SNR) and signal-to-distortion ratio
(SDR) of the separated speech signals.
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4.1. Database

In this experiment, the Computational Hearing in Multi-source Environments
(CHIME) database [20] was used. The CHIME database was designed to model our
everyday lives in acoustically cluttered indoor environments, such as a living room. In
the database, 600 clean utterances spoken by 34 speakers were first reverberated using a
room response. The room response was measured using a manikin in a real living room,
which was placed at a fixed position 2 m away and directly in front of the origin of the
target speech. Next, the noise signals were recorded in the same room, where the

reverberation time, T, , for the living room was 300 ms. Here, the nmw als
c

included sounds from several sources generated in a typical living room,_su the
voices of two adults and two children, a TV, kitchen and laundry applianc tsteps,
electronic gadgets, toys, pets, and outside noises. The reverberated targ@e ch signals
were then mixed with the noise signals by varying the fpom at a step of
3 dB.

4.2. SNR and SDR Measurements

To evaluate the proposed ITD estimatio the d SDR were measured
to determine how much noise componen re rgje nd how much forbidden
distortion and burbling artifacts were din th cessed signals, respectively
[21]. It was possible to carry out theéﬂ and, S evaluations because the CHIiME
database provided both clean utte es and gnals. Assume that the estimated
target speech, §(n), was a s e orlgl%lean signal, c,(n), and noise signal,

c,(n), as [21]

#ﬁ) ¢, () n)+c (n) (10)
where c,(n) corresp; to tht;&D aining artifacts after estimating the clean target

speech. The 86 DR defined by computing the energy ratio, such that

b@ e, (o)
SNR=10log,, *— (11)

Zle
and '&
'\%, e, (n)+c, ()
SDR :10Iogw"—. (12)

Zle.mf

I% compares the SNR and SDR of a blnaural speech separation system using
the osed ML-GCC based ITD estimation method with those using a conventional
CC-based ITD estimation method. In the figure, the SNRs and SDRs were averaged for
all 600 utterances. As a reference, the SNRs measured from noisy speech utterances
were displayed, which were illustrated by circular marks in Figure 2(a). For example,
the SNR for a noisy speech mixed with noise at a 0 dB SNR was measured as -1.9 dB.
As shown in Figure 2(a), a binaural speech separation system using the proposed ML-
GCC based ITD estimation method yielded greater improvement in SNR than that using
the conventional CC-based method under all SNR conditions. In particular, the
proposed ML-GCC based ITD estimation method was more effective at lower SNRs.
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Figure 2. SNR and SDR comparisons @inau@p&ech separation
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Figure 2(b) also compares the SD@peeo&%@raﬁon system using different ITD
S

estimation methods. Note here t R v ere compared only for two ITD

estimation methods; the CC-% -GCC based’methods because measuring the SDR

for the original noisy speech uttérances meaningless. As shown in Figure 2(b), a

binaural speech separation(8ystem usi 'Tbe proposed ML-GCC based ITD estimation

method provided higher, than t@ng the conventional CC-based method for all
e

SNR conditions. T ies that the proposed ML-GCC based ITD estimation method
generated fewer b g arti d distortion components than the conventional CC-
based method@ 2

5. Conclusion 6

In this paper, st ITD estimation method was proposed for binaural speech
separation in re ant environments. To this end, an ITD in a particular frequency
region for %\/Ve time frame was estimated using a GCC with an ML weighting
function, the ML weighting function was designed to reduce the effects of
reverber§ To demonstrate the effectiveness of the proposed method, the SNR and
SD arated speech signals obtained using a binaural speech separation system
were pared when employing the proposed ML-GCC based ITD estimation method
and a conventional CC-based ITD estimation method. It was shown from the
comparison that the proposed ML-GCC based ITD estimation method outperformed the
conventional CC-based method under reverberant conditions.
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