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Abstract E

The sparse linear method can reduce or expan@{rﬂé? solutl&?nge of integer
programming problem by using former enumeration m ists n space, and then
constraining them into a scale, after that picki optl ion form this scale.

Calculation time will be reduced by using a revisee teger& mming model based on
sparse linear, which can help reduce the numb olutlon ac

Keywords: concurrent open shop sche%mg Sp{%}ar NP

1. Introduction

Concurrent Open-Shop Schedu Probl an important research branch of Open-Shop
Scheduling. It has wide app tlons |n ects such as modern transport and logistics
industry, modern servic stry, | ale systematic maintenance industry, clothing
industry, health car on [1 recent years, artificial intelligence [2], computational
intelligence, real-ti Ilge ﬁother research results have been applied to the solving

cheduling Problem, which achieved remarkable results.

process of Co@ Open-Sh
Therefore, ana of thexCongurrent Open-Shop Scheduling Problem not only for plays an
important role in promoti eduling theory, but also has practical significance.

Differed from Flo op and Job, workpiece can be processed on machines by various
order, no fixed p%ﬁng order, so the number of its feasible solution is huge. Compared
with the traditional“@pen workshop, they have similar features. Their process is not bound by
the orders, t@\%ﬁerence between them is concurrent open-shop can make multiple machines
work on a iece simultaneously, which has more feasible solution space, therefore most
of t urrent open-shop scheduling problem is NP-complete problem that makes us
can@e accurate optimal solution in time.

TEOFILO and SARTAJ [3] are considered the first two to put forward the definition of the
open-shop scheduling and the open-shop scheduling application examples, and give the open
workshop the detailed description, and introduce the interruptible and non-interruptible open-
shop scheduling problem which proves that the two machine open-shop scheduling problem
is polynomial complexity problem. Later scholars have found that most of the open-shop
scheduling problem is NP problem; it can't give exact solution of the problem. Sergey. V.
evastianov and Gerhard j. oeginger ! used a polynomial time approximation algorithm to the
solving of open-shop scheduling problem with the minimum manufacturing period.
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Then many scholars proposed concurrent workshop model of the open-shop scheduling
based on the open-shop scheduling. Concurrent open-shop scheduling model in 1979 was the
earliest, [5] Baker put forward m completely machine parallel machine environment of
workshop, and if the m value is an arbitrary value, will this problem markers for PD, m
parallel machines in this paper refers to m machine can processing that can be together do
concurrent processing. Recently, Roemer [6] for concurrent open-shop scheduling problem
has carried on the classification of the different target summary, the complexity of the
problem are given for different target.

NP is also called non-deterministic polynomial problem. Non-deterministic algorithm
which consists of conjecture and verification, should be defined firstly to the definition f.NP

problem. When dealing a satisfiability problem, a guess will be made by non-dete istic
algorithm firstly, and the initial value will be granted, after that, whether the va‘l%ﬁﬂeets the
function could be known. If the function requirement is fulfilled, then ss of non-
deterministic algorithm is correct. If the time compIeX|ty d'eter Ist ynomlal isa
polynomial, then this algorithm is called as no lst omial problem.

mial problem, this

Otherwise, if the problem can only be solved by n |n|st|c
problem is called as NP problem. Q

Sparse linear is a popular NP problem solvi din % years, and can make the
large scale of integer programming proble rse ap aﬁ%ﬂ ely. After sparseness, the

integer programming model can reduce tHe. er of fe solution, and get the order of

approximately optimal solution. (Ne n)The near optimal solution and
similarity between near optimal solutj opt Nlrt ion could be obtained and approved
by ordering questions, after analyzingtiie tendency obthe sparse result.

2. The Sparse Linear ow]teger mming Model

The relationsh& een s linear model and unrevised integer
ollow

programming mo}%

Goal functu@ er pro g model and integer programming model based sparse
linear are the but straint parameters of sparse linear model turn from integer
parameters into similar ¢ nt parameters. The complexity of integer programming model is
reduced by m|n|m|zm maximizing the scale the constraint condition of sparse linear
model. But, the 3@& on result will be waived from the actual optimal solution after
altering the const parameters and condition. In this paper, the sparse linear aims to reduce
the constrain mteger programming to optimal solution, time complexity of integer
programmil@] del, and time consuming.

3. ger Programming Model based on Workpiece’s Completion Time

Workpiece completion time variable integer programming model is based on the
workpiece completed time nodes, then we establish relationship between relevant workpiece
completion time and processing time, the relationship between the different constraint
conditions should be established by the unequal relationship between the workpiece
completing time node and the beginning time of processing, such as workpiece-j should be
processed after the workpiece-k, establishing the constraint relations with completion time

variables can be expressed as: S« = M (i) + P

Inequalities are given work-piece k’s completion time to greater than or equal to j’s
completion time which is ahead of k, and the work-piece ready time in the larger value of k,
and sum of the processing time of k.
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There is no accurate solution method for solving multi-objective problems now, thus for
validating model, we can only model and solve to the target of the minimized manufacturing
duration. The integer programming model according to the completion time variables is set up
as follows, notes for IP3-1:

minimize max c;vj € (1.2,...,n), Vi e (1,2,...,m) (3-1)
Cij =Cij + Pyj OF Cpj >Cjj + pjj Vje(l..n), Vie(L..m)i,i'e(..m) (3-2)
Cjj = Ci + Pjj OF Ciy =Cjj + Py Vj, ke (L..n), j=k,Vie(l.m) x)(3.—3)

si>r. Vje(l.n),Vie(.m) (3-4)

|

Cij =i+ P Viel.n)Vie(. m)ﬁ ©C> (3-5)

j Isinteger Vje(l..n), vle(l (3-6)

sjj Isinteger Vje(L..n), v@ x\) (3-7)

4. Sparse Linear of IP3-1
Sparse linear method, which is ca uey% It| Dimension Machine Scheduling

Ci;

Method of No Interruption, |Sﬁﬂ‘3 teger p ming model IP3-1 built to obtain the
sparse linear constraints of on chine, f'ﬁul ng problem, which also means that the

sparse linear based on formula (3-3 h the constraints focus on one machine
scheduling, it can alsobg&o Con \&Open -Shop Model in this paper, and to get near
optimal solution co M ith algofjthm based on principles.

9% m, if no leisure exits in machine scheduled, every

To one mac eduli
workpieces, wh he total of the workpiece is J, have to processed in that machine,
the time of processmg W ece on each machine is Pi (j=J) , the processing finished time

of workpiece i is 1. e feasible solution set in scheduling, g is one of solutions in Q, the
processing order 1%d:> 0a,...,0n then the total quantity of feasible solution in Q is n!l.

According rder of q, theCi=PiorCi=Pi™Pia jg reasonable, due to the no leisure time
andno i tion processing.
J
2 PG
= = (4-2)

plxp1+pzx(p1+p2)+p3x(pl+p2+p3)+...+pnx(p1+p2+...+pn)

The right side of the formula(4-1) simplifies to:
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1 1
E(pf+p22+...+pf)+{§(pf+p22+...+pn2)+[pl>< P, + Py (P, + D,)
o P (PR pn)]}:%ZpH{% pf+plxpz+%p§+p§+2p3(p1+ p,)+ (4-2)
i-1

1
S (P2 P )+ 2P, (P Py Ps) 4 2P, (Pyt P+t Py )}

Formula (4-2) on the right side of the second part application of mathematlcal uction
to prove

p1+p1xp2+ p2+p3+2p3(pl+pz)+2p4 P+ P, + Ps)+ 6;
et 2D, (P Pyt Py )+ p4+pscs@(

According to formula (4-1), formula (4- @nula Czyégmpllfles to type:

: @
j=1
In multi machines%egént pro&es&\? roblem, presumption that every machine makes

(4-3)

constant processing ry wor e, but as the existence of machine interruption, there
eparatio gdirement, which causes the waiting spare time to
workpieces a c me@a the separate limitation of concurrent open-shop scheduling

problem made as below, t rse revised to function (3-3) is following:
@P;CJ Zlipﬁ (Z p.j vie{l,2..,m} (4-5)

Q c. isinteger Vje®2,..,n),Vie2,..,m) (4-6)

QY

The IP4-1 is the new integer programming model which consists of formula (3-1), (3-2),
(4-4), (3-5) and (4-6). IP4-1 is sparse linear integer programming model of IP3-1. The new
model turns formula (3-3), which means a kind of mechanical separation constraint, into
formula (4-9), which means a machine can only process one workpiece at a period of time.
This resource constraint results in a lot of discrete constraints, which is the main reason of the
huge solution space. The calculation time will increase, as the increasing of solution and time-
complexity. Applying formula (4-9) can improve the time complexity obviously and reduce
the number of constraints, the problem of 1P3-1, which caused by much constraints and large
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calculation time resulting from huge solution space, can be basically solved by changing the
NP problem into a formula of polynomial time complexity. IP4-1 is as following:

minimize max c; Vje(..n),Vvie(@..m) (4-7)
C; =G +p; Ol ¢ >c;+p; Vie(l.n),Vvie(l.m) i'e@.mHi=zi' (4-8)

J 1 n 1 n 2 A

T 25295+§[Z p‘j vied,...,m} (4 9)

j=1 i=1 i=1

S; =T, vje(..n),vie@..m) 62 (4-10)
Gj =S + P v Ea& m) Q)Q

Cj IS integer n) v..e( (4-12)

5 Simulation Analysis of S r@
This section will use flve-g:q& ses to simutate the integer planning model IP3-1 and

IP4-1 of concurrent open-worksho sched\’ , data of cases takes randomly, the matrix
scales of workpiece proces time respectively, are 4*3, 5*4, 6*4, 6*6, 7*5.
According to the constr model rite CPLEX program, and give the examples of
processing-time’s rrﬁt@ espect%, Into a simulation, simulation results data unit is

(4-11)

minutes.

Example onQ

A given instance of 4 &Q s and 3 machines is in example one, and given processing time
matrix shows in Ta , additional constraints that machine 3 and machine 2 cannot be
concurrent processi ble data unit is in minutes.

(&r Table 5.1. Example-processing-time’s matrix
QV machinel | machine 2 | machine 3 | ready time
workpiece 1 | 3 7 5 1
@ workpiece 2 | 1 4 7 2
workpiece 3 | 8 2 6 1
workpiece 4 | 4 9 4 0

Example two:

A given instance of 5 pieces and 4 machines is in example two, and given processing
time matrix shows in Table 5.2, additional constraints that machine 3 and machine 2
cannot be concurrent processing, table data unit is in minutes.

Table 5.2. Example-processing-time’s matrix
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machinel | machine2 | machine3 | machine4 | ready
workpiece 1 | 3 7 5 4 1
workpiece 2 | 1 4 7 2 2
workpiece 3 | 8 2 6 5 4
workpiece 4 | 2 6 9 2 3
workpiece 5 | 4 6 3 9 2
Example three:

A given instance of 6 pieces and 4 machines is in example three,
processing time matrix shows in Table 5.3, additional constraints that m
machine 2 cannot be concurrent processing, table data unit is in minute

Table 5.3. Example-processing 'n‘n%s' ma

6‘%%

ym'achlﬁ / I

machinel | machine? | machif63" ) ready
workpiece 1 | 3 7 5 &V; 2 )71
workpiece 2 | 1 4 S 3\,Y 7
workpiece 3 | 8 2 o~ 7 R (‘A i 4
workpiece 4 | 2 6 A\\-’ 9 . ‘N3 3
workpiece 5 | 1 27 AN |6 5
workpiece 6 | 2 Al Y %\y 3 4
g

Example

A given

time matrix shows i

cannot be ¢

four:
instance

QO
)

a@%

Q

es and
eb54
ocessﬁ@a e data unit is in minutes.

PN

>

iven

ines is in example four, and given processing

ditional constraints that machine 3 and machine 2

able @Example—processing—time’s matrix

machinel® "machine | machine3 | machine4 | machine5 | machine6 | ready
workpiecel | 6 @ 7 5 3 9 4 1
workpiece2 [2, ¥ |8 0 8 1 3 2
workpiece3 /w 3 6 5 4 5 0
workpieceda o2 5 9 1 8 7 3
wor 5 2 9 4 7 9 2
worl%6 4 2 8 3 1 7 1
Example five:

A given instance of 7 pieces and 5 machines is in example five, and given processing
time matrix shows in table 5.5 additional constraints that machine 3 and machine 2
cannot be concurrent processing, table data unit is in minutes.
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Table 5.5 example-processing-time’s matrix

machinel | machine2 | machine3 machine4 machine5 ready time
workpiecel | 2 7 6 4 6 1
workpiece2 | 1 4 7 2 3 2
workpiece3 | 8 2 6 3 1 4
workpiece4 | 4 9 4 6 7 1
workpiece5 | 3 2 8 2 2 3
workpiece6 | 5 6 4 1 4 4
workpiece7 | 3 9 4 6 4 ¢

Simulation of IP3-1, the calculation time, number of variables,/a zumber of

constraints are as Table 5.6 Q o @
Table 5.6 The Performance P Q}e S P

r
number of calculation timéy] )numb%) calculation speed (

variables (second)N_ | constra second)
Example 1 24 D.05N\Y ° 56 17948.4
Example 2 40 ,5?" 825 22114.8
Example 3 48 L2307 AN 462 22737.4
Example 4 60 | > H105.6 & 574 16575
Example 5 70 | 49865.6 784 17723

Simulation of IP4-1, t@calcul i 'ﬁme, number of variables, and number of
constraints are as Table@ \

T \5.7 formance Parameters of IP4-1
\ umbger calculation time number of calculation speed (
varia (second) constraints second)
Example 1 [N 0.03 60 1826.9
Example 2 Y. 0.05 84 1321.6
Example 3 N 48 0.11 108 1217.9
Example 4 60 0.24 136 2438.9
Example Q# 70 0.37 168 5507.4

ble 5.7, the number of constraints of sparse linear method has reduced.
Calcuation time has reduced as the reducing number of sparse integer programming
model, all five numerical examples cost no more than 1 second. So, from the simulation
comparison above, the calculation time has reduced a lot, as the replacement formula
(3-3) with formula (4-5) and formula (4-6) in IP4-1 model.

The begin time and end time of processing are shown as Table 5.8 and Table 5.9
respectively, the end time of the fifth numerical example is 26 minutes. From the sparse
result, it can’t be the solution of scheduling problem, as it can’t meet constraints, which
include no concurrent work in interrupted machines of concurrent open-shop and time
window of workpiece machining time.
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Table 5.8 the Begin Time of Machining

machinel machine 2 machine 3 machine 4 machine 5
workpiece 1 18 11 20 15 6
workpiece 2 22 22 15 22 23
workpiece 3 4 17 19 4 21
workpiece 4 18 12 16 1 1
workpiece 5 21 23 12 23 24
workpiece 6 5 14 16 12 19
workpiece 7 7 13 14 7 7
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Table 5.9. The End Time of Machining

machine 1 machine 2 machine 3 machine 4 machine 5
workpiece 1 20 18 23 19 12
workpiece 2 26 26 22 24 26
workpiece 3 12 19 25 7 24
workpiece 4 22 21 18 7 8
workpiece 5 24 25 21 25 26
workpiece 6 10 20 20 16

workpiece 7 10 17 16 13 x/ °

6. Conclusion

After making sparse linear to mathematics integer pro miming schedullng
problem, the solutions can’t meet the constraints of Ilng pr e model, as the
maximizing and minimizing of constraints of forme utlons can be the
accordance of regular algorithm, but not the soI 0 sch problem
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