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Abstract 

 
The paper conducted an in-depth research of urban distribution system’s resource 

integration process; It built the evaluation index system of this issue at the beginning. Later, 

it studied the normalization methods to these corresponding indicators. Then, it constructed 

the evaluation model of urban distribution system’s resource integration based on 

generalized regression neural network. At the end of this paper, it conducted a numerical 

experiment example and made certain conclusions. The innovation of this paper can be 

described as that the evaluation model constructed in this paper provides an effective and 

convenient way to evaluate the urban distribution system’s resource integration process. 

 

Keywords: Generalized regression neural network, urban distribution system, resource 
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1. Introductions 

Urban distribution system’s (UDS’) resource integration is a kind of dynamic operation 

and management system, which aims at developing enterprises’ core competitiveness with the 

help of scientific systems and modern technology, especially the modern computer network 

technology. With the integration of UDS’ resource, UDS can avoid the vicious circle between 

its resource input and its efficiency [1]. However, in order to get an effective integration of 

UDS’ resource, we should not only get a good understanding of the relationship between the 

associated elements, but also have an exact understanding of UDS’ resource integration stage, 

thus, an accurate, comprehensive and fast system evaluation is indispensable [2]. 

There are many traditional evaluation methods, such as Delphi, AHP, fuzzy comprehensive 

evaluation method and some other evaluation methods [3], these methods are relatively 

mature, and it can solve many different systems with properties evaluation indexes. However, 

there are still some deficiencies of these method, they are either have a certain subjective 

one-sidedness, or excessive reliance on its raw data [4]. Generalized regression neural 

network (GRNN) is a kind of neural network, they are not only have the general advantages 

of neural network algorithm, such as nonlinear, unreliable on subjective and objective 

environment, but also can avoid the shortcomings of general neural network effectively, such 

as slow convergence, easy to fall into local optimum, weak classification ability and low 

learning rate [5, 6]. Therefore, this paper selected the GRNN method to study the evaluation 

of Urban distribution system’s resource integration. 
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2. The Evaluation Index System of UDS’ Resource Integration 
 

2.1. The construction principle of its evaluation index system 

In order to get the best evaluation results of UDS’ resource integration process, the 

evaluation index system we constructed should reflect an actual integration statue of UDS’ 

resource truthfully, comprehensively and systematically. For this purpose, we should follow 

the following 6 basic principles which we can see below when constructing the evaluation 

index system [7, 8]. 

1) Systemic principle 

Systematic principle requires that we should consider the UDS’ resource integration issue 

as a whole system when selecting the evaluation indexes. We should consider the whole 

system, including all the subsystems and all the components, as the evaluation object, not 

only just part of them. 

2) Hierarchical principle 

Hierarchical principle requires that we should consider the UDS’ resource integration issue 

as a systematic and structured problem when selecting the evaluation indexes; we should 

consider the hierarchical principle when selecting the evaluation indexes. 

3) Comprehensiveness principle 

Comprehensiveness principle requires that the evaluation index system we selected should 

cover all elements of this issue, and it also requires that we should turn the single evaluation 

to overall evaluation, turn from inward evaluation to internal and external combination 

evaluation, turn short-term evaluation to long-term evaluation. 

4) Scientific principle 

Scientific Principles refers to that the evaluation index system should be designed around 

the evaluation objectives and it can earnestly avoid the indexes unscientific, It is the basic 

principle in selecting evaluation indexes. 

5) Composite principle 

Composite principle requires that the evaluation index system we selected should be clear 

definite, intuitive, clear, and include appropriate number of indexes when evaluating UDS’ 

resource integration. 

6) Operability principle 

Operability principle requires that the evaluation index system we selected should be easy 

to understand, accuracy and operable when evaluation UDS’ resource integration, the 

evaluation index system should be easy to operate. 

 

2.2. The design of its evaluation index system 

A scientific evaluation index system is the basis and premise of its system evaluation 

operation, this chapter makes an in-depth research on its index system by Brainstorming and 

Delphi methods, which was based on the wealthy knowledge of UDS and systematic, the 

indexes we selected can be seen in table 1. 
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2.3. The normalization methods of these indexes 

The evaluation index can be divided into 2 categories; there are quantitative index and 

qualitative index. In the system evaluation process, the qualitative index can also be divided 

into 4 categories, which are efficiency index, cost index, interval index and fixed-type index. 

The heterogeneity between these indexes determined that we must normalize these indexes 

when evaluating the system. If we use the initial value as the input of one index, the 

systematic evaluation will be not objective. Thus, there must be normalization [9]. 

Suppose there are   evaluation target in the system, and each target have    indexes, the 

value of each index can be expressed as                         . So these values 

canbe composed to a matrix, which can be expressed as   . Suppose the value of these 

indexes range from   
    to    

   .  

 
Table 1. The evaluation index system of UDS’ resource integration 
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Economic indexes 

The proportion of specialized distribution 

The proportion of joint distribution 

The proportion of third party distribution 

The proportion of just-in-time distribution 

The proportion of distribution required by Production enterprises 

The proportion of distribution required by business enterprises 

Technical indexes 

The level of distribution facilities and equipment 

The level of distribution technology (IT technology) 

The organization level of distribution activities 

Resource indexes 

The supply of distribution facilities and equipment 

The supply of urban distribution land 

The supply of specialized distribution personnel 

Policy indexes 

Tax policy 

Land policy 

Urban planning 

Traffic planning 

The mechanism of UDS’ resource integration  

Social indexes 

The integration requirements of government  

The integration wishes of enterprises 

The integration aspirations of urban residents 

Environmental 

indexes 

System contamination 

Energy consumption levels 

 

1) For the quantitative indexes 

There are generally two kinds of indexes in system evaluation, which are efficiency index 

and cost index respectively, but also there are also another two kinds of indexes, which are 

interval index and fixed-type index. 

①For the efficiency index, which means the bigger the value is, the better the index is. To 

these indexes, we can handle it as formula (1) below. 

    
      

   

  
      

                                     (1)  

②For the cost index, which means the bigger the value is, the worse the index is. To these 

indexes, we can handle it as formula (2) below. 

    
  
       

  
      

                                     (2)  
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③For the interval index, which means the value of the index can neither too big nor to 

small, the value of the index in             is the best.To these indexes, we can handle it as 

formula (3) below. 

④For the fixed-type index, which means the value stable in certain value      , the index 

is the best, the greater the deviation from this fixed value is, the worse the index is. To these 

indexes, we can handle it as formula (4) below. 

 

     

  
        

            
      

         

  
        

            
      

         

 
        

        
                 (3) 

 

     
 

  
           

                 

 
         
         

                       (4) 

 

2) For the qualitative index 

For the qualitative indexes, it must be normalization only after being quantified first. For 

the quantitative, the most common used method is the expert scoring method. After 

calculating the scores, the indexes will be normalized according to formula (1), (2), (3) and 

(4) after scoring by the relevant experts and scholars. Then, we can get a matrix       

1,2,…,n;j=1,2,…,m which can be used to evaluate the system directly. 

 

3. The Evaluation Model Construction of UDS’ Resource Integration 

For the basic theory of GRNN, there are a lot of discussions, and it can refer to references 

[10-12] specifically which I will not repeat here. 

GRNN is a brand of neural network, and it belongs to radial basis function (RBF) network. 

So the structure of GRNN is similar with RBF network, and they both have a linear input 

layer, a number of RBF hidden layers and a linear output layer [13]. The specific structure 

can be seen in Figure 1. 

 

 

Figure 1. The structure graph of GRNN 
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The first layer of this network is linear input layer of the variables, it is only responsible for 

processing the normalized values to the hidden layer, and it doesn’t participate in any 

calculations. 

The second layer of this network is RBF hidden layers, there can be one hidden layer, 

and also there can be several hidden layers, which is responsible for the calculation of 

these variables. The number of neurons in this layer must be equal to the number of 

indexes, and the weight function in this layer is the Euclidean distance function (shown 

in formula (5) by||dist||), which aims at calculating the distance between the input layer 

and hidden layer   . The symbol   represents the threshold of hidden layer, which 

shows in figure 1 indicate by the symbol "•". We generally use Gaussian function (see 

equation (6)) as the transfer function, as the Gaussian function’s axisymmetric and 

central projection characteristic, which makes the hidden layer produces a larger output 

when the input value is close to the middle of Gaussian function, this feature makes 

Gaussian function a good local approximation capability, which is essential important to 

improve the learning efficiency of GRNN. 

||dist||=||    -   ||=          
  

                       (5) 

            
        

 

   
                             (6) 

The third layer of this network is linear output layer, and the weight function is the 

normalized dot product function (shown in figure 1 by nprod), this formula is to achieve the 

normalization of LW and    (refers to equatation (7)), equation (8) is used to output the 

evaluation result. 

                     
   

        
 

   
  

   

                            (7) 

                                                    (8) 

The learning algorithm of GRNN is similar with RBF network, the only difference in the 

linear output layer. The learning algorithm of its linear output layer shows in equations (7) 

and equation (8). 

There are four advantages of GRNN compared with general neural network algorithm 

which can be seen as follows, and these four advantages lead to select GRNN as the 

evaluation method of UDS’ resource integration. 

1) The training category of this network is one-way training, which means there is no 

iteration. It can not only reduce the difficulty of the algorithm, but also improve the 

efficiency. 

2) The number of neurons is determined by the training samples, and this value has 

already been proven to be the most effective value, which eliminate the tedious 

neurons testing. 

3) The weights between each layer are uniquely determined by the training samples, and 

they avoid modifying the weights, which can improve the algorithm’s learning 

efficiency. 

4) The activation function used in the RBF hidden layers is Gaussian function, which has 

the local activation characteristics of the input values, and it has a strong attraction of 

the input values which can help improving the learning efficiency.  
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In the evaluation process of GRNN, it can be divided into the following six steps 

according to its evaluation purpose and requirement, and the specific steps can be seen in 

Figure 2 listed as below. 

 

 
Figure 2. The evaluation process of GRNN 

 

1) Generate the training set and test set 

In the process of training set and test set generating, we should not only consider the 

scale of training set sample and test set sample, but also analyze the fidelity and 

reliability of these samples. The specific procedures to generate the training set and test 

set are as follows: 

Load  evaluation_data.mat  %Import the data of these samples 

a= [1:m]; 

b= [m:n]; 

P_train=P (:,a);               % Training samples 

T_train=T (:,a);           

P_test=P (:, b);                % Test samples 

T_test=T (:, b); 

 

2) Creat the GRNN 

We create the GRNN by MATLAB R2010a software, and the specific procedures can 

be seen as follows: 

Net_grnn=netgrnn(P_train,T_train,spread);   

%spread represent the smooth coefficient indicates 

 

3) Model simulation 

After creating the GRNN, we can import the normalized data into the model, and the 

model can be self-output, the output value is the corresponding test results. The specific 

procedures are as follows: 

Y=sim(Net_grnn, P_test)     % Model simulation 

 
4) Performance Evaluation 

Evaluate the effect of this model by calculating the output data and its actual date. If 

the effect performs poor, test the smooth-factors. 

 

5) Smooth-factor selection 

The smooth-factor values (0.1, 0.1, 0.9), we carried out 9 experiments and calculate 

the errors between the predicting data and its actual data (shown in formula (9)). So we 

can select the least error data which also means the best-performed data as the model’s 

smooth-factor value. The error of each data can be calculated as formula (9). 

Performance Evaluation Smooth-factor selection Final model determination 

 

Generate the training set and test set Create GRNN Model Simulation  
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                             (9) 

 

6) Final model determination 

After determining the smooth-factor, the final evaluation model has been established, 

and we can use this model to evaluate the UDS’ resource integration process. 
 

4. Numerical experiments 
 

4.1. Data initialization 

The numerical experiment has six samples, and it carries out the evaluation research 

of UDS’ resource integration based on GRNN, expect to provide a scientific evaluation 

model for UDS’ resource integration. Table 2 shows the value of standard normalized 

dimensionless index (   corresponding     respectively), and table 3 shows the output 

sample data. 

 

4.2. Network parameters selection 

During the network parameters selection process, it mainly related to the nodes 

number of input leaner layer and the value of smooth factor. The evaluation index 

system includes 22 indexes, so the number of nodes is 22. While, to the smooth factor, it 

values as (0.1:0.1:1) respectively. After all these parameters are determined, we carry 

out a comparative analysis of the output results. 

 

Table 2. Normalized index characteristic values with the non-dimensional 

                                    

Sample 1 0.125 0.667 1 0 0.25 0 0.667 0.667 0.333 1 1 

Sample 2 0 0.111 0 0.3 1 0.556 1 1 0.667 0 0 

Sample 3 0.5 1 0.308 0.5 0.625 0 0 0 0.333 0.5 0 

Sample 4 1 0.556 0.385 0.8 0.25 0.889 0 0.333 0.333 0.25 0.333 

Sample 5 0.25 0 0.615 1 0 1 0.333 0.333 1 0.75 0.667 

Sample 6 0.375 0.444 0.462 0.4 0.375 0.667 0.667 1 0 0.5 0 

                                             

Sample 1 0.75 0.667 1 1 1 0 0.4 0 1 0 0 

Sample 2 0.5 0 0.5 0.75 0.25 0.5 0.8 0.333 0.4 0.667 0 

Sample 3 0.5 1 1 0 0.25 1 1 1 0.4 0.333 0.5 

Sample 4 0.25 0.333 0 0.25 0.5 0.5 0.6 0.333 0.6 0.667 1 

Sample 5 0 0 0.5 0.75 0.75 0 0 0 0.8 1 1 

Sample 6 1 0.667 1 0.5 0.25 0 0.2 0.333 0.4 1 0.5 

 
Table 3. The actual data of the samples 

Samples 

1 2 3 4 5 6 

9.12 7.25 8.64 8.38 7.51 8.37 

Note：These actual data is obtained by Delphi  

 

4.3. Sample testing and experimental results analyzing 

We take the samples No. 1-4 as training samples, and No. 5-6 as the testing sample. 

This paper select the GRNN toolbox of MATLAB R2010a to evaluate the UDS’ 
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resource integration, and the errors of training samples and test samples varies with 

different smooth factor . The errors of training samples and test samples calculated by 

GRNN can be seen in Figure 3. 

As we can see from Figure 3, the smaller the smooth-factor is the smaller error of 

training samples and test samples. When the smooth-factor is between 0.1 and 0.2, the 

evaluating results are able to meet the evaluating requirement, not only to the 

approximation performance, but also to test performance. Therefore, the smooth-factor 

can be valued (0, 0.2] when determining the final evaluation model. 

As we can see from the previous numerical experiment, this evaluation model is 

feasibility in evaluating the UDS’ resource integration, and it provides an effective 

evaluation tool for UDS’ resource integration. And as the programming of GRNN is 

simple, and there are little parameters need to adjust; it has a strong competitive 

advantage in evaluating the UDS’ resource integration. 

 

 
Note: Line 1, 2, 3 and 4 represent the error of training samples and line 5 and 6 represents the error of 

testing samples 

Figure 3. The errors of training samples and test samples calculated by GRNN 
 

5. Conclusions 

This paper constructed the evaluation index system of UDS’ resource integration at 

first, after that, it designed the evaluation model by GRNN. The Numerical experiment 

proved the validity of this model at the end of this paper. In conclusion, the main 

findings of this paper can be summarized as the following 2 points: 1) It constructs the 

evaluation model of UDS’ resource integration; 2) It established the evaluation model of 

UDS’ resource integration based on GRNN. 
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