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Abstract ‘1 Cj
In this work, we have developed a new bio-inspired Q} et orithms for block-
(

based motion estimation. The main goal is to een algorithmic and
biological vision by suggesting a bio-inspired m esti odel based on neural

network. We simplify the matching crlterlon li block ch g algorithm to reduce the
hardware complexity and a number of i mpu Whlchg taining the good quality. This
paper implements the optimized algorl the r e model of H.264 compiled by
VC6.0, and chooses six typical V|deo nce ulatlon The results show that our
algorithm can reduce the averag S pomts%p 2% to the full search black-matching
algorithm. The optimized algo has reduced the‘motion estimation by 13.792% compared

with UMHexagonS, and it éj%s better of atlon to video testing sequences with low

complexity. \\9

Keywords: Bio-ingb@, neura tworks, Motion Estimation (ME), Peak signal-to-noise
ratio (PSNR)

1. Introducti

Motion estimation_i e of the key features for many vision and robotic application.
Several methods een proposed in the literature, but the H.264/AVC is the most

applicable method “wsed to estimate motion. Basically, H.264/AVC has applied advanced
block-size nn%b(ock modes, sub-pixel motion estimation(ME), multiple reference frames,
deblockin @ r, integer discrete cosine transform (DCT), and efficient entropy coding
tech éLuthra et al., 2003). Also, it is the most recent video coding standard that meets
the'% or high quality video at lower bit rates. However, the H.264/AVC requires greater
poweryconsumption due to high complexity coding (Wiegand et al., 2003). Usually, the
motion estimation consumes up to 80% of the total encoding time. Thus, it is an issue on how
to speed up motion estimation in H.264/AVC in order to meet real-time and low power
consumptions. Some scholars have proposed different methods to optimize the complexity of
the H.264 coding process in video quality (Sullivan and Wiegand, 2005, Sarwer and Wu,
2009, Maas and Sontag, 2000).

Bio-inspired neual network is a kind of processiong system which can contain a huge
number of highly interconnected processing neurons. Bio-inspired neurons mimic the
functional motion behavior of a real biological neuron. Generally speaking, all these neurones
remove a spike whenever their intemal potential exceeds some predefined threshold. These
bio-inspired neurons are more generalized than classical neural networks. Moreover the
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information in these bio-inspired networks can be coded in the phase and these codings make
bio-inspired neurons mathematically much more powerful than classical neural networks
(Jannson et al., 2009).

Tomasz Jannson et al., presented a novel approach to bio-inspired neural networks which
follow the infrastructure of the biological brain neurons, except that biological synapses are
also replaced by virtual ones based on cellular telephony modeling (Battiato and Rundo,
2009). In (Escobar et al., 2009) the inspired neural networks based core is able to afford a
method to extract the DNA gene expression information from DNA images.

This paper proposes a new approach using bio-inspired neural networks in order to reduce
block-based motion estimation with low complexity. The proposed approach able 0 perferm
a preliminary segmentation of block-based image getting foreground. Next, Mt an
image compression method which can guarantee the lossless encoding of th ta with
lower intrinsic entropy than original 16-bit images. The results show proposed
approach reduces the motion up to 13.7% and search point up.to 82%.

The rest of the paper is organized as follows: Sec%2 proyide proposed bio-

ioqdh and thewns functionalities.
Section 3 moves through the algorithm principlé.and expecifagntal results are shown in
section 4. Finally section 5 addresses a set of'&ain conclusi d future works.

2. Bio-inspired neural networks \Q

2.1. The Structure
A multi-layer neural netw Qge est lished by assembling basic two layer neural
network (Zheng et al., 2011, Zhu and Ma ;” Zhu et al., 2011). The frame of bio-inspired

neural network is shown in €gure 1t i i , ,
multiple hidden layer. &gure 1, tP&s id lines represent the bottom-up process and dash

lines describe top-do 0cess input layer is called data layer with | neurons. The
output layer is e fe Ia er with N neurons. Neurons of different layer are
connected. T layer recelves the input image and generates a few hypotheses at the
output layer via=the bolﬁﬁ pathway, the output layer then produces refined motion
estimation image throu op-down pathway.
The input layer is degi s the following equations:

dd’: =b,,0, =1, p, = 0.2sin 2zt )

y(t) = ZZy.(t d,(i, ) 2

=1b;=1

v, = Y st-n) 3)

n=n,

where di(i,j) is the lateral distance and n, represent positive integer. The expression for
the output of the final summing node now becomes:
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Figure 1. The proposed& spi ral network structure

2.2. The transform-domain tﬂbnko Ing

Figure 2 shows our tr@form-d h&anscoder architecture using bio-inspired
ariatio% e discrete cosine transform to convert blocks
i

neural network. VC-1 u
of samples into a n@ domain t® reduce the complexity coding. H.264 encoder
works on both m cks,a otion-compensation and the video is formed by a
series of pict s. Each ure frame is an image which can be splitted down into
blocks and th ck si n be different in H.264. The encoder also behaves intra-
coding for the macrobl of a picture (Zheng et al., 2011). The incoming video
stream has been de through variable length decoding followed by inverse
guantization as d (Jannson et al., 2009). The H.264 employs a hierarchical
transform struct nd DC coefficients of neighboring 4x4 transforms for luma and
chroma sig e divided into 4x4 blocks. The blocking artifacts have been removed
by the det@ ing filter owing to the block based encoding pattern. The transform
applied ntra-prediction or inter-prediction is on blocks; the transform coefficients
th go quantization. The de-blocking filter works on it to get rid of the artifacts
and achieve the macroblocks for the subsequent input using bio-inspired neural
networks (Zhu et al., 2011, Yan et al., 2006).

3. The Algorithm

This paper proposes an efficient adaptive search range algorithm based on bio-inspired
neural networks. An approximate functions SAD(X, Y) is used to obtain low-resolution
video frames for both the current and the reference frames. The function is similar to the one
used in (Lim et al., 2003, Yan and Liu, 2010).
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The new technique composes four distinct steps:
(1) The first is a preprocessing phase through which:
The median value called MVP and COL_MV in the dynamic part:
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Figure 2. The structur@'ra f&@omam Transcoding

dynamic- p s MV " X|,|MV-COL_MV_Y[} (5)
edlan t

A 4

y

where MVP represents t he current block’s neighboring blocks, and
COL_MV is the block.’ vecto preV|0us frame. A vector followed by “ X(Y)”
stands for its X(Y)- a cted sed on the observation R defined as follows:

#b E<2
otherwise ()

and E=SAD/ (M*N) (7

where E repres:@' average pixel error, SAD is the cost of the search center (0,0) and
M*N is the size 0 current block.

SADpred Mo = MiN(SADx_median, SADy,_median) (8)

%@Dx_median represents the abscissa of motion vector in corresponding block A,B

an
X_median = Median(MVAa(x),MVs(X),MVc(x)) 9
MCOST min = arg[rr;niin J(mi, Amorion)], st.mi € S (10)

The search of asymmetric cross-block is below:

Qu={m=(mx,my)" |m=(cm«£2i,cmy)",i=0,1, 2,...,V?V;m =(cmx,emy£2j)", j =1,2,...,VZV}

CM =M min
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Where W is the size of search area, the search step includes 3 steps:

(@ mmin2=arg[min J(mi, Amorion)], st.mi €

(b) mMmin =arg[min J (M min, Amotion), J (M min 2, Amotion)]
(c) Early-Termination

(2) The second is expanded search of multi-layer gird of Hexagon with 16points:

Qs e ={m=(X,y)" |m=(+4,+2)", (34,£1)",(+4,0)", (+2,£3)", (0, 14){) (11)

for (k=1; k<W/4; k++) Y,
={m = (Mx, my) | M« = cmx+ kgx', my =c¢ r?b\%y (X@eﬂm P}

M mink = arg[mln J(mi, ﬂmonowt mie Hx\)

M min = arg[mln(J (m min, /’LMKQ J (m min k@TION))]
Early-Termination &%
) S %\

Where the character m is equal to 2, b1 l@ents the number of bits of pixel resolution
in the low resolution fram

(3) Search for small m ‘%O
Definite the a f can vement vectors
&i{: Mg my)" | me—cmi< 2,] my —cmy [> 23, cm = Mmin (12)
The search step is ing:

:&m mina = arg[min J (mi, Avorion)], st.mi € Q2

M min = arg[min(J (Mmin, Amotion), J (M min 3, AmoTion))]

@Iy Termination
4) hird is expanded Hexagon search algorithm which can be divided into 2 steps:

then :

Step 1: The definition of Hexagon search model:
Qs ={m=(my,my)" | m=(cmxc+2,cmy)", (cmx =1, cmy = 2)"},cm = Mmin
Then :

Mmin 4 = arg[min J (mi, Amorion)], s.t.mi € Qs

M min = arg[min(J (M min, Amotion), J (Mmin 4, Amotion))]

If mMmin =CM2, jJump to Step 2; otherwise jump to Step 1.
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Step 2 : Search Algorithm for Diamond :
Qa={m=(m,my)" | m=(cmx=1,cmy)", (cmx,cmy+1)"} cm = Mmin
m = arg[min Cost(m, Amotion)], m € Qa4
If Mmin=cmMm,
then End

4. Simulation Results

The useful objective metric peak signal-to-noise ratio (PSNR) is the rat|o e the
maximum value of a signal (255 for 8-bit video) and the quantization R can
determine the visual quality of the proposed generalized quadtree motjo pensation
technique and the two-stage global motion compensation nb%/q‘ue F dec, PSNR is

expected to increase at higher bit rates to less noisy and a s e % n (Botella et al.,

2010).

In our test, we use JM 10.1 reference software a.‘fere video sequences with
QCIF format and the reference model of H.264 pifed by V he test conditions are as
follows: all video sequences are tested under @ndows operatlng system, and image’s
YUV=4:2:0, some parameters’ setting suc Input Fil deo sequence needed to test”,
FramesToBeEncoded=100, FrameR |dth 176,  Sourceheight=144,
UseHadamard=1, SearchRange=16 éfg erReferenceFrames 5, QP=28, and
others parameters are default setti

In our experiment, three Iay neural.n rks which include input layer, hidden layer
and output layer fully conneeted netw ed As image contain structure information,
we then divide the input &space anumber of sub-spaces. The grid of neurons with
40 rows by 200 ool ((40x200)™is chosen for the specific image segmentation
implementation. Th%ls orrm%ad and the initial weighting vectors of the neurons are
set equal to thecoe h ates of t s extracted from the input image. After the process of
-inspiredneural network, the weighting vectors of the input neurons will
have values identical to t opriate points.

The test vector of

closest to signal e selected to adjust its weight vector and its neighboring neurons as
well as modﬁ%i}eir weight vectors. The neighboring neurons are confined to a window of
3x3 neuron@ ghout the network training.

The t nsequence is shown in Table 1 where the proposed method reduces both
encgdihg time and ME time while maintain relatively stable PSNR and bit rate.

Figwre 3 shows cat’s face tracking experiment under a dynamic environment. It shows that
our suggested method can always track the cat’s face accurately.

As shown in Figure 4, our algorithm can reduce both the total encoding time and motion
estimation time as compared to UMHexagonS. Specially, the proposed algorithm behaves
well on mobile and coastguard video sequence, which are the typical of big moving
sequences.

The simulations show that our method is nearly the same as that obtained through operating
directly on the sub-bands. It keeps a similar PSNR results on average except some single
frames and also works well on mobile and coastguard video sequence, which are the typical
of big moving sequences.
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Table 1. Test consequences

UMHexagonS Our_optimized algorithm

Video sequence  PSNR bitrate Enc.T ME.T PSNR bitrate  Enc.T MET
(dB)  (kbit/s)  (s) ) (dB)  (kbit/s) s) )

Mobile 33.09 265.72 357.411 159.033 33.09 266.43 345.361 151.382
Coastguard  34.28 169.42 291.847 154.666 34.28 169.18 289.468 150.267
Silent 36.13 66.63 267.367 125.538 36.11 66.63 246.084 113.511
Container 36.42 31.15 233.467 102.005 36.42 31.03 230.766 100.938
Highway 37.64 53.26 222.382 110.021 37.65 53.58 218.271 108.393
Foreman 37.64 53.26 219.587 108.370 37.62 54.05 214.701 105.315

Figure 3. Cat’s fa&
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5. Conclusions and future work

As a whole, in this paper we proposed a new splre network algorithm for
block-based motion estimation. Our contributiopris to brldge the between algorithmic and

biological vision by suggesting a bio-inspi otione tion model based on neural
network. The paper gets further resear he kerne orithm named UMHexagonS
adopted in H.264, and proposes the imizati @prithms according to the existing
deficiencies, which contain ne s patte d on distribution of motion vector,
adaptive search range methoq% ral subse tching strategy. Another advantage of
the proposed methodology is th can be v%easily made compatible to a standard H.264

encoder/decoder. W

Experimental results igdicate that dl% oposed method reduces the size of the search
window dynamicall enhances encoding efficiency but has few changes in the
reconstructed |ma ity itate. It is recommended that future research involves

optimal |mpler. n of the sp alextension of the model.
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