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Abstract 

Content Delivery Network (CDN) has become increasingly popular over the past decade 

with the expectation to provide a better performance and a more scalable, reliable and 

available content delivery. This can be achieved by delivering the content from caches which 

are located closer to the end-users than the original server. However, the performance of 

CDN system is affected by the collaboration among CDN servers. This paper proposes a 

collaborative caching among CDN servers known as provider oriented hierarchical 

cooperative content outsourcing (POHC). To highlight the advantages of this propose, a 

mathematic analytical model is given to compare with the non-cooperative pull-based content 

outsourcing (Non-CPB). OMNeT++ software is used for simulation in order to verify the 

result of the analytical model. The consequence from the analytical model matched well with 

the result from the simulative experiment in term of packet loss, better reliability and less 

bandwidth consumption versus the Non-CPB mode. After collecting relevant status of all 

CDN servers in online network, this paper uses DBSPT-Circular-PO algorithm to build 

POHC with root, which is the content provider. 

 

Keywords: Content Delivery Network, hierarchical cooperative content outsourcing, 

content outsourcing 

 

1. Introduction 

Nowadays, user demand is increasing faster than the telecom infrastructure development. It 

is especially true when the explosion of smart network devices from various kinds of 

technology allows users to connect to the internet easily. In addition, the exponential growth 

in processor performance and storage capacity is changing our view of computing. Our focus 

has shifted away from centralized, hand-choreographed systems to global-scale, and 

distributive self-organizing complexes that are composed of thousands or millions of 

elements. Thus, Content Delivery Network (CDN) has developed and quickly become an 

important and necessary element for Network Infrastructure Providers, who promise to 

provide high quality of services. 

The basic idea of CDNs is to push the content closer to the users in order to decrease the 

downloading time and to avoid network congestion, which in turn obtaining an efficient 

digital content delivery. The CDN infrastructure composes of three main components: a set of 

edge servers (also known as surrogates), the request-routing infrastructure and the distribution 

infrastructure. In general, the distribution infrastructure is a caching network including 
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multiple CDN cache servers which are deployed at different locations. These CDN cache 

servers connect among themselves in a certain topology and cooperate together to resolve 

requests sent from clients. CDN can efficiently increase concurrent users because it delivers 

faster content to end-users, and it also reduces network traffic through caching or replicating 

content over some mirrored CDN servers placed at various locations strategically. Thus, this 

system achieves better availability and reliability, higher performance and fault tolerance. 

All advantages of CDN are affected by the distributed content location as well as caching 

strategies, which includes placements and collaboration among caching servers. If caching 

strategies are not designed well enough, the network will be likely to delay because of the 

cache miss. In the conventional CDN, the collaboration among caching servers is determined 

by three content outsourcing modes: Cooperative push-based [3], Non-cooperative pull-based 

and Cooperative pull-based. The cooperative push-based approach is based on the pre-

fetching of content to the surrogates. Content is pushed to the surrogates from the content 

provider, and surrogates cooperate themselves to reduce replication and update cost. In the 

Non-cooperative pull-based, client requests are directed to their closest surrogates. If there is 

a cache miss, surrogates pull content from the content provider. With this function structure, 

the closest cache server serves as a standalone to process the request; thus, this mode is 

simple and easy to deploy.  

However, if there are large numbers of requests directing to the closest caching server, the 

standalone will not be able to handle all of them because of its resource limitations such as 

CPU speed, memory, bandwidth, etc. When the numbers of requested objects increase, 

memory swapping occurs because the old objects are replaced by the new ones which also 

lead to delay and jittering. In addition, it is not useful to have the information from other 

cache servers instead of from the content provider. The cooperative pull-based differs from 

the non-cooperative approach in the sense that surrogates cooperate with one another to get 

the requested content in case of the cache miss through the Internet Cache Protocol (ICP) [4] 

and Hypertext Caching Protocol (HTCP) [5]. However, if different users of various 

geographical locations request the same objects, and a cache server does not have the 

requested objects, it then has to forward this request to another unknown cache server (origin 

server or cache servers), thus, makes CDN system complicated and unpredictable. Moreover, 

different requests from one client may be forwarded to different cache servers, and this causes 

jitter and latency. 

Because of the presence of the above issues, this paper proposes an approach that takes 

advantage of Non-cooperative pull-based (Non-CPB) and Cooperative pull-based named 

Provider oriented hierarchical cooperative content outsourcing (POHC). Briefly, there are 

many different POHCs that optimize for different content providers in the same CDN 

network. Each POHC guarantees the balance in distributing traffic among CDNs as well as 

avoiding the choke point for the content provider. This paper considers the strength and 

reliability in constructing POHC. The mathematical analysis and simulation results show that 

the proposed method achieves better than the Non-CPB in terms of packet loss, less total 

bandwidth consumption and creating a more reliable CDN system. 

The rest of the paper is organized as followed: In section 2, the paper gives a literature 

review including history and some related research approaches. Section 3, which is the main 

focus of this paper, gives an overview of the proposal in general operation and deployment. 

The proposal of POHC is a robust balance of the shortest spanning tree with an outbound 

degree constraint. The root of this tree is the content provider, and the “costs” between the 

two different vertexes are the abstract values combined of network bandwidth and hop-count. 

In the next part, assuming that POHC is fully achieved, this paper gives a performance 

comparison between POHC and Non-CPB by the mathematical analysis as well as simulation 
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using OMNeT++. Finally, section 5 concludes the paper with final remarks as well as 

possible issues from this proposal of POHC. 

 

2. Related works 

Data caching has been recognized as an effective way in reducing network traffic, 

alleviating content provider load, increasing availability and reliability. The original form of 

CDN is a caching system in which the primary function of a cache is to act as a fast 

intermediate storage between clients and servers. In the beginning, the caching system was 

used for file transfer in order to reduce the bandwidth consumption [6]. According to this 

concept, there were several proposed researches such as harvest system project [7] and 

cooperative caching in wireless ad hoc [8]. Most of these studies proposed hierarchical and 

cooperative method. 

After the appearance of CDN, caching system is divided into two branches: transparent 

caching and CDN. These two branches help in reducing network bandwidth as well as 

improving the quality of experiment; they are different in business model, however. The CDN 

is a formalized business relationship with the content provider while the transparent caching 

deployed by service providers without the content owners and publishers’ consent. 

Transparent caching intercepts client requests and redirects users to cached content. Therefore, 

a number of cache sharing protocols were proposed, which provided mechanisms to reduce 

the communication cost among caches, i.e., Summary cache [9], Cache digests [10], Cache 

Array Routing Protocol (CARP) [11], Internet Cache Protocol (ICP),  Hypertext Caching 

protocol (HTCP) etc. The development of several caching protocols enables CDN system to 

communicate efficiently. 

The caching strategies in CDN are determined by content outsourcing models: Cooperative 

push-based [3], Non-cooperative pull-based and Cooperative pull-based. In this phrase, there 

are several researches on cooperative caching in CDN. These researches focus on the benefits 

of cooperative caching. Prior studies in these contexts include simulation experiments [12], 

prototypes [13], and analytical results and algorithms [14]. Most of the above-mentioned 

works have focused on minimizing access latency. In fact, the main rationale for CDN system 

is that bandwidth is assumed abundant, so minimizing the bandwidth consumption or 

investment cost ([1, 2]) is a far more relevant objective than reducing the delay. In this work, 

the paper tries to build a complete hierarchical caching system that content provider orients in 

order to reduce the total bandwidth consumption and the network congestion regarding to the 

packet loss ratio. 

 

3. Methodology 
 

3.1. An overview of the POHC and the deployment consideration 

The POHC is a series of CDN servers which are arranged hierarchically in a tree-like 

structure. It helps to prevent top-level CDN servers from becoming choke points. Lower level 

CDN servers receive and handle these requests directly. User requests travel from a given 

CDN servers towards the content provider until the requested object is found. The requested 

object is then sent back via the reversed path, leaving a copy of the requested object in each 

intermediate CDN server. Whether it traverses or not is dependable on the content placement 

policy. Figure 1 is an illustration for POHC. First, a client sends a request for objects (1). 

Through the request routing mechanism, the CDN system will choose a CDN server for 

serving this client (3). This CDN server could be the server that is the closest to the requested 

client or an available server. Then the chosen CDN server returns the results to the requested 
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client if it contains the requested object (6); otherwise, it then forwards to the direct parent 

and waits for the response (5). 

 

Client

CDN#4

CDN#3 CDN#2 CDN#1

select embedded 
Objects to be 

servered by CDN 
provider

select 
algorithm

(1)

(2)

(3)

(4)

(6)

Content Provider

(5
')

CDN#6
CDN#5(5

) 

 

Cache node

Data plane

Control Plane

(network protocol)

POHC 

information

Relevant Network 

information

Online POHC 

making

 

Figure 1. POHC operation Figure 2. Online POHC making 
for automatic CDN system 

 

For deployment scenario, in an existing CDN infrastructure, a surrogate continuously 

monitors the surrounding CDN network conditions; collects relevant information and online 

algorithm topology making are executed in order to construct topologies for different content 

providers. If there is any change in topology, the center will notice and control the changing. 

Figure 2 shows the general proposal operation of hierarchical CDN topology as described. 

Figure 3 (a, b) is an illustration of the content provider oriented CDN topology. Within the 

same CDN network, the content providers CP1 and CP2 will have different POHC. 

 

CP1 CP1

CP2 CP2

(a) (b)  

Figure 3. (a) A CDN network infrastructure with two content providers 
CP1 and CP2,  

(b) An optimal POHC for content provider CP2. 
 

The collecting information includes hop count, bandwidth among CDN servers and CDN 

servers vs. content providers. By collecting information, the method is able to keep the 

network tuning to a better operation point to fit the current conditions. Thus, a dynamic and 

automatic network control can be achieved. The online POHC making then uses the collected 

information to construct the Tree-like topology as Figure 3 (b), in which the minimum total 

cost subjects to some resources are constrained. In order to guarantee the robustness and 

reliability for this topology, the cost here is an abstract value that combines hop count and 

bandwidth capacity. Details of the tree construction and cost will be discussed in section 3.2 

“Online POHC making discussion”. 

 

3.2. Online POHC formation discussion 

In order to maximize the utilization of a CDN, cooperatives among CDN servers need to 

consider the limitation of CDN servers in the aspect of computational power, bandwidth and 
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cache size. They also need to guarantee a smooth playback/presentation of the material for 

subscribers because all customers want to have good quality services in terms of speed and 

delay time. In addition, network traffic should be distributed among CDN servers equally. 

From these reasons, this paper considers several properties from the POHC as followed: First, 

each CDN in POHC should have a bounded out-degree, which is the maximum number of 

direct child CDN servers. This is because an individual CDN server may have limited 

resources. Second, the total travelling cost is minimal. Third, the POHC level, which is the 

number of CDN servers from the content provider to the deepest CDN server, is minimal. 

From above consideration of POHC, this study defines a bounded out-degree constrained 

minimum cost spanning tree (DMC-SPT), where distance is the abstract values that are 

combined of network bandwidth and the hop-count as followed: 

Definition: Given a weighted, undirected, complete graph G = (V, E), where all distances 

are not negative, and a designated source point root ∈ V, find a DMC-SPT T of V which: 

• Is rooted at root 

•  Has out-degree ≤  B where B is the defined maximum out-degree threshold  

• Minimizes where is the shortest-path distance in the tree T. 

• Minimizes the maximum depth in the tree. 

Under these constraints, the investigation seeks to build a multicast tree that does not go 

over the degree-bound constraints and also provides minimum stretch in relation to the hop 

count and bandwidth for connecting the end systems. Recent works propose approximate 

solutions to construct the tree for this problem ([15 - 18]) with different solutions including 

OMNI [17], MDDBST [18], KLS algorithm [15], and DBSPT [16]. In the paper [16], the 

author presents an empirical analysis comparing among algorithms in terms of compactness, 

cost mean and maximum depth. Based on this comparison, the DBSPT-Circular-PO delivers 

the best result with a compact outbound degree trees formation on different network 

topologies. 

 

A

 

A

 

A

 

Figure 4. (a) step 1 - the 
shortest path tree from 
the root is calculated 

Figure  4 (b). Level 1 (the 
root) is adjusted to obey 

the out-degree bound 

Figure 4 (c) Nodes in 
level 2 (children of the 
root) are cleared from 

the excessive load 
 

Firstly, the DBSPT-Circular-PO algorithm calculates the shortest path from each node to 

the root without considering the out-bound degree. Figure 4 (a) is an illustration for this step, 

and A is the root node.  Only B nodes (red nodes in Figure 4b), which have the shortest paths 

to the root in the shortest list, are kept. The shortest path on all other remained nodes (blue 

nodes in Figure 4c) are then modified using the heuristic whereby each node must be 

connected to a parent that is closer to the root than itself, that is if a’s parent is b, then 

( , ) ( , )d b root d a root . The process will examine level by level until there is no more node that 

has out-degree larger than B. Figure 4 (b) and Figure 4 (c) are illustrations for this step. After 
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completing the second step, the tree may be unbalanced. The algorithm provides the final step 

called post optimization. During the running process, post optimization can compact the tree 

only when there is an improvement, forcing the tree to be at minimum possible height as 

determined by the out-degree bound and number of vertices in the input graph ([ logB n ]). The 

tree is compacted by examining itself in breadth-first search order, starting with the root. Any 

vertex encountered that has an out-degree smaller than B is brought up to an out-degree of B 

by promoting a sub-tree. If the node being examined is at level i, sub-trees rooted in levels ≥  

i + 2 are then considered potential children. The promotion which causes the smallest increase 

to average-cost is the transfer enacted in the current tree. This procedure guarantees a final 

tree of minimum height at the expense of an increased average-cost. 
 

4. Performance Comparison 

In this part, a comparison between Non-CPB (Figure 5) and POHC (Figure 6) is analyzed. 

The comparison includes the mathematical analysis and simulation by using OMNeT++ [20] 

in the assumption that all caches are equal. M/M/l/K queuing model [19] is used with requests 

arrive according to a Poisson process with rate λ and the average service rate μ. Because the 

M/M/1/K queuing model is used, a cache can handle at the most K requests at a time. A 

request will be blocked if the maximum number of K has been reached. The probability of 

blocking is denoted as PB and calculated as followed: 

1

(1 )
[N K]

(1 )

K

B K
P P

 

 


  


 (1) 

where is the offered traffic, /p    . 

 

4.1. Packet Loss 

Consider two different networks: Non-CPB and POHC (as illustrated in Figure 5 and 

Figure 6) with M nodes including the root, request arrival rate i at each node (1 1i M   ) 

(or request arrival rate ij at each node (1 ,1i B j N    ) in case of POHC); cache hit ratio α 

at each node with the assumption that all CDN servers have the same capacity. The following 

part gives the formulation for the number of packet loss in content provider and in the whole 

network. 

 

11 2 M-1...

0

λ 1 λ 
M-1

 

N1 N2
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1B11 12

N levels λ 
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λ 
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λ 

...

 

Figure 5. The Non-CPB includes 
M-1 nodes connects directly to the 

content provider (root) 

Figure 6. The POHC includes M-1 nodes 
with N levels, each level has B nodes 
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4.1.1. In the Non-CPB: Number of packets dropped
0cD at content provider can be defined 

as: 

0 0c c BD R P  (2) 

where
0cR and

BP  denote the total request rate to the content provider and the probability of 

blocking request as defined in (1), respectively.
0cR can be calculated as follows: 

1

0

1

(1 ) .
M

c i

i

R  




   (3) 

From Equations (2) and (3), 
0cD can be rewritten as: 

 

1

0

1

(1 ) .
M

c B i

i

D P  




 
 

(4) 

Packet loss in the whole CDN network 
cD (without content provider): 

1 1

1 1

P P .
M M

c i B B i

i i

D  
 

 

    (5) 

 

4.1.2. In the POHC: The relation between out-degree B, the total number of nodes M 

(including content provider) and the number of levels N can be described as: 

log[M(B 1) 1]
.

log
N

B

 
  (6) 

When receiving request from direct clients, the node j at level i then forwards this request 

to its parent if cache miss happens. Number of requests from this node to the content provider 

which originate from its connected clients ijR can be calculated as: 

1

(1 ) (1 )
i

i

ij ij ij

q

R    


     (7) 

where ij is the request arrival rate from clients that connect directly to this node. From 

Equation (7) with number of nodes at level i, the total request from level i to the root
iR can be 

as followed: 

1 1

(1 ) .

i iB B
i

i ij ij

j j

R R  
 

     (8) 

Combining Equations (6), (7) and (8), the total request to root 
0hR can be expressed as: 

log[M(B 1) 1]

logB

0

1 1

(1 ) .

iB
i

h ij

i j

R  

 

 

    (9) 

Number of dropped packets 0hD at content provider: 

0 0 .h h BD R P  (10) 
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At a non-leaf node j of level i, the arrival requests could be from clients that connect 

directly to this node or from the child nodes, so the number of packet loss ijD can be calculated 

as: 

1

1

(1 ) ... (1 ) (1 ) .
i

i i k

ij B ij B ij B ij B ij

k

D P P P P       



         (11) 

Combining Equation (11) and packet loss rate, the total number of packet loss at level i can 

be expressed by: 

1 1

(1 ) .

iB i
i k

i B ij

j k

D P   

 

    (12) 

Because the network has N level identified in Equation (6) and combine with Equation 

(12), the total number of packet loss
hD can be calculated by: 

log[M(B 1) 1]

log

1 1 1

(1 ) .

iT B i
i k

h B ij

i j k

D P  

 



  

 
  

 
    (13) 

Figure 7 and Figure 8, which are plotted from Equations (4) and (10) with the arrival 

requests followed by the Poisson distribution, show the packet loss comparison at content 

provider in two networks. In the Figure 7, POHC can achieve approximate 6 times better than 

the Non-CPB regarding to the packet loss. The Figure 8 illustrates the number of packet loss 

in POHC is also better than in Non-CPB when request arrival rate is increased. 

 

  

Figure 7. Compare the packet loss at 
the content provider in POHC and Non-
CPB (network include 40 nodes, T=3) 

(compare
0cD and

0hD ) 

Figure 8. Compare the packet loss 
at the content provider in 2 cases: 

POHC and Non-CPB with increasing 
request arrival rate (network include 
40 nodes, T=3) (compare

0cD and
0hD ) 

 

Also from Equations (5) and (13), we can compare the total packet loss in the whole 

network between POHC and Non-CPB as illustrated in Figure 9 and Figure 10. These figures 

show that the POHC works more stable than the Non-CPB. As mentioned in section 3.3, 

reliability is a very important factor in distributed computing systems. These figures also 

show that the POHC is also slightly better than the Non-CPB regarding to the packet loss. 
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Figure 9. Compare the packet 
loss in the whole network in 2 

cases: POHC and Non-CPB 
(network includes 40 nodes, T=3) 

(compare
cD and

hD ) 

Figure 10. Compare the packet loss in 
the whole network in 2 cases: POHC and 

Non-CPB (network includes 40 nodes, 
T=3) (compare

cD and
hD ) 

 

4.2. Bandwidth consumption 

 

...c

c1,2
c2,3

Content provider

Clients request

Edge CDN Server 

connects to Content 

provider directly

Edge CDN connect to 

Content provider 

through  Intermediate 

CDN server

 

 

 

Figure 11. A consideration 
between Non-CPB and POHC 

Figure 12. Plot of Equation (19) with  
[2,6]N   and (0,1)   

 

A model simulating the operation of POHC and Non-CPB modes is considered and 

illustrated in Figure 11. First the left line of side is the Non-CPB mode in which the Edge 

CDN server connects to content provider directly. Second the right line of side is the POHC 

mode in which the edge CDN server connects to the content provider through a number of 

intermediate CDN servers.  

Because cache hits at the edge of CDN server, the total bandwidth cost
Non CPBB 

can be 

calculated as followed in the non-CBP system: 

1(1 )Non CPBB sc    (14) 

where s, c and
1 are the total requests from clients to an edge CDN server, the bandwidth 

is consumed when a unit of data is transferred from the edge of CDN server to the content 

provider, and cache then hits at the edge of the CDN respectively. However, the total 

bandwidth cost HOPCB in the POHC is different because there are several intermediate CDN 

servers instead: 

1

1 1,2 1 2 2,3 1,i

2 1

(1 ) (1 )(1 ) ... (1 )
iN

HOPC i j

i j

B c s c s sc   




 

          (15) 
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where 
i , ,i jc ( 1 2,  3,..,  j i N   ) are cache hit ratio at CDN server level i and the 

bandwidth is consumed when a unit of data is transferred between CDN server at level i and 

CDN Server at level j, respectively.  

Without a loss of generality, we can assume , 'i jc c for all 1 2,  3,..,  j i N   and 
i  for 

all 2,  3,..,  i N then (14) and (15) can be rewritten as: 

(1 ) .Non CPBB sc    (16) 

1

2 1

1 (1 )
' (1 ) sc'

NiN

HOPC

i j

B sc
 






 

  
     (17) 

where 2N  . 

Then, the comparison of total bandwidth consumption between the Non-CPB and POHC is 

analyzed by dividing two Equations (16) and (17), and the following result is obtained: 

1' 1 (1 )
.

N

HOPC

Non CPB

B c

B c









  
  

 
 (18) 

From Equation (18), for
HOPC

Non C
B B

PB
 , the relationship between c and c' should be as 

followed: 

1
' y*(c, ) .

1 (1 )N

c
c




 
 

 
 (19) 

The y*(c, ) divides three-dimensional space into two parts, and the Equation (19) indicates 

that the total bandwidth cost in the POHC system is only better than the Non-CPB system’s 

when c' belongs to the part (1) as illustrated in Figure 12. 

The Figure 13 observes the total bandwidth cost in POHC and Non-CPB modes with 

different combination of c' and c based on Equations (16) and (17).  Figure 13(a) with 

' 0.25c c and (b) with 'c c show that the total bandwidth cost in POHC is always smaller 

than the Non-CPB’s with any value of the cache hit ratio (0,1)  . However, when ' 8c c and 

' 16c c as illustrated in Figure 13(c) and (d), the total bandwidth cost comparison between 

POHC and Non-CPB then also depends on the cache hit ratio. 

 

  
(a) (b) 
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(c) (d) 

Figure 13. An illustration of the total bandwidth cost comparison between 
Non-CPB and POHC with n=6, (0,1)  in four cases: (a): c’=0.25c,(b): c’=c, (c): 

c’=8c and (d) c’=16c 
 

4.3. Simulation with OMNeT++ 

In order to evaluate the proposal, the paper also conducts a case study with MCI topology 

(as Figure 14) by using OMNeT++ [23], a component-based C++ simulation framework for 

building network simulators. Based on the MCI topology, the paper builds a simple CDN 

system by modifying the CDNSim project [21] with some several attributes as described in 

Table 1. 

 

  

Figure 14. MCI Topology 
Figure 15. Compare the packet loss in 

the MCI topology in 2 cases: POHC and 
Non-CPB 

 

Table 1. Simulation parameters 

Client +Requests are generated followed by a Poisson process. 

CDN 

servers 

+Use FIFO size-limited queue for receiving requests from clients/child nodes. If FIFO 

queue is full, requests will be dropped. FIFO queue Services time for queue followed by 

the exponential distribution. 

+User Least Recently Used (LRU) algorithm for storing objects with limited capacity. 

Routers 

+Use FIFO size-limited queue for receiving requests from clients/other routers. If FIFO 

queue is full, requests will be dropped. FIFO queue Services time for queue followed by 

the exponential distribution. 

Content 

provider 

+Use FIFO size-limited queue for receiving requests from clients/child nodes. If FIFO 

queue is full, requests will be dropped. 

 

The simulation results are shown in Figure 15, Figure 16 and Figure 17. In Figure 15, 

when the request arrival rate increases, the number of packet loss in POHC is then always less 

than the Non-CPB’s. This result reinforces the conclusion in section 4.1. Figure 16 and Figure 
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17 show that by applying the proposal, the throughput can be significantly reduced. When the 

request arrival rate increases, the change in throughput consumption in POHC is almost zero; 

this is contrast with the Non-CPB. 

 

  

Figure 16. Compare the throughput at 
content provider in 2 cases: POHC 

and Non-CPB 

Figure 17. Compare the throughput 
in whole network in 2 cases: POHC 

and Non-CPB 

 

5. Conclusion 

Cooperating among caches in CDN system is the main focus of this paper. First, with the 

increasing of network traffic, the CDN system is needed, and a brief overview of the most 

relevant state-of-art caching in CDN is demonstrated. Then, a POHC that takes advantage of 

both Non-cooperatives pull-based and cooperative pull-based is proposed. DBSPT-Circular-

PO algorithm is used for constructing the POHC in CDN with a consideration in robustness. 

By means of mathematical analysis and simulation, the paper analyzes and compares the 

proposed method to the Non-CPB system. The mathematical analysis shows that the proposed 

method not only achieves better in content provider than the Non-CPB’s but also improves 

reliability for CDN system regarding to packet loss. In addition, the POHC can significantly 

reduce the total bandwidth consumption if it is designed well in comparing to the Non-CPB. 

However, this proposed method is just a starting point for POHC in CDN. In order to 

deploy a hierarchical caching in a real CDN system, there are many challenges related to the 

proposal such as the effect of population on the performance of POHC in CDN system and 

POHC protocol. Furthermore, in order to build a more reliable CDN system, the combination 

of bandwidth, hop count and population are needed for further investigate. In addition, 

Internet Cache Protocol (ICP) [6] does not support hierarchical cooperative caching, so 

improvement of this protocol might be needed. 
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